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The main mechanism of inhomogeneous broadening and relaxation of crystal-field excitations for rare-earth ions
in cuprates is believed to be provided by the fluctuations of crystalline electric field induced by a static and
dynamic charge inhomogeneity generic for the doped cuprates. Such an inhomogeneity is assumed to be a result
of topological phase separation. We address the generalized granular model as one of the model scenarios to
describe the static and dynamic charge ingomogeneity in cuprates. The charge subsystem is believed to be sim-
ilar to that of the Wigner crystal with the melting transition and phonon-like positional excitation modes. We
consider a simple model of charge inhomogeneity that allows us to elucidate the main universal features of the
density of CF states and the respective inhomogeneous broadening. The formal description of R-ion relaxation
mainly coincides with that of the recently suggested magnetoelastic mechanism by Lovesey and Staub.

PACS: 74.72.-h, 76.30.Kg, 78.70.Nx

1. INTRODUCTION

Inelastic neutron scattering (INS) spectroscopy is
a powerful tool that allows unambiguously determin-
ing the Stark multiplet structure and crystal-field (CF)
potential in rare-earth (R) based high-T,. superconduct-
ing materials such as Y;_,R;BasCuzOg4y [1, 2]. This
technique provides detailed information on the elec-
tronic ground state of the R-ions, which is important
to understand the thermodynamic magnetic proper-
ties and the observed coexistence between supercon-
ductivity and long-range magnetic ordering of the R-
ion sublattice at low temperatures. Moreover, INS
spectroscopy may be effectively used for a quantitative
monitoring of the decay of the antiferromagnetic state
of the parent compound and the evolution of the super-
conducting state upon doping, because the linewidths
of CF transitions are believed to directly probe the elec-
tronic susceptibility. The relaxation behavior appears
to be extremely dependent on the energy at which the
susceptibility is probed. The crystal-field INS spec-
troscopy is widely used to reveal the opening of an
electronic gap in the normal state of underdoped su-
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perconductors [1] and to examine its anisotropy [3, 4].
Recently, the Ho?* CF-INS spectroscopy was used to
investigate the oxygen and copper isotope effects on
the pseudogap in the high-temperature superconduc-
tors Ho-124 and (LaHoSr)>CuOy4 [5, 6]. But the mech-
anism of the relaxation of rare-earth ions in cuprates
becomes the issue of hot debates [7, 8] that question
the current interpretation of information detected by
the INS spectroscopy.

In the normal state, the excited crystal-field lev-
els of an R-ion interact with phonons, spin fluctua-
tions, and charge carriers. These interactions limit the
life-time of the excitation; thus the observed crystal-
field transitions exhibit line broadening. Similarly to
the case of the conventional Fermi-liquid metals, the
interaction with the charge carriers is considered the
dominating relaxation mechanism in cuprates. This
interaction is usually assumed to be an isotropic ex-
change coupling with the effective spin Hamiltonian
H., = —2I(g; —1)(s-J), where I is an exchange inte-
gral that should be nearly independent of the particular
R-ion under consideration, g; is the Lande factor, s is
the spin moment of a charge carrier, and J is the to-
tal momentum of the R-ion. Such a scenario seems to
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be rather natural if the predominant spin channel of
neutron scattering is taken into account. The detailed
theory of the respective relaxation mechanism was de-
veloped by Becker, Fulde, and Keller (BFK-model) [9].
The corresponding intrinsic linewidth appears to in-
crease almost linearly with temperature (I'(T') o< p*>T')
according to the well-known Korringa law [10]. Here,
p is the coupling constant, p = I(g; —1)N(EF), where
N(EF) is the density of states (DOS) at the Fermi level.
The deviation from a linear temperature dependence at
low temperatures has been usually interpreted in terms
of the opening of a (pseudo)gap and the associated
reduction in damping. Fitting the high-temperature
linewidth data in the framework of the simple or mod-
ified Korringa law, one obtains the coupling constant
values that typically vary from 0.003 to 0.006 [1, 3-6].

We emphasize that the spin channel of relaxation
directly implies the relevance of the Fermi-liquid sce-
nario for cuprates, with many signatures of non-
Fermi-liquid behavior ignored. However, the spin-
exchange model has a number of visible inconsisten-
cies, firstly as concerns the magnitude of the cou-
pling constant. Indeed, a linear temperature depen-
dence of the relaxation time above T, observed in EPR
studies of S-ion Gd** in YBayCu3zOy after Korringa
fitting yields the magnitude of the exchange integral
I ~ 3-107* eV (Ref. [12]), which directly points
to unrealistically big values of the spin coupling con-
stants p found in all the INS experiments on CF tran-
sitions. Some problems exist with the Lande factor
scaling proportional (¢g; — 1). In studying the system
Y: »R;BayCuzO¢4y (R = Er, Ho, Tm), Mukherjee et
al. [11] found |p(Tm)/p(Ho)| =~ 2 instead of the the-
oretically expected value (grm —1)/(9Ho —1) = 2/3,
and |p(Tm)/p(Er)| ~ 4.5, instead of the expected
(9tm — 1)/(grr — 1) = 5/6. This clear disagreement
evidences against the exchange mechanism. The spin-
exchange scenario fails to explain the «strange» dop-
ing dependence of Tm®* relaxation in Tm-123 [13] and
Nd** relaxation in (LaSrNd)>CuO4 [14].

Finally, Staub et al. [15] have found that the
Lorentzian linewidth of the quasi-elastic neutron scat-
tering for Th3t in YBayCuszO; can be properly de-
scribed by the simple (exp(A/kgT) —1)~! law typical
of the Orbach processes governed by lattice vibrations.
They have shown that such an interpretation also de-
scribes the results obtained earlier for Ho?T and Tm?*.
They conclude that the interactions with the charge
carriers are negligible and that the interactions with
the lattice vibrations are responsible for the relaxation
behavior of the 4 f electrons in cuprates. Therefore, the
INS results that claim to probe the superconducting

gap or the pseudo-gap should be reexamined in terms
of Orbach processes. A similar conclusion was drawn
in [14] for Nd** relaxation in (LaSrNd),CuQO,. Lovesey
and Staub [16] have shown that the dynamic proper-
ties of the lanthanide ions (Th3", Ho**, and Tm?*")
are adequately described by a simple three-state model,
not unlike the one introduced by Orbach for the in-
terpretation of electron paramagnetic resonance signals
from a lanthanide ion in dilute concentration in a salt.
The cross section for inelastic scattering of neutrons by
the lanthanide ion is derived by constructing a pseu-
dospin S = 1 model and treating the magnetoelastic
interaction as a perturbation on the three crystal-field
states. The scattering of neutrons is thus a quasielas-
tic process and the relaxation rate is proportional to
(exp(A/kpT) —1)~1, where A is the energy of the in-
termediate crystal-field state at which the density of
phonon states is probed. However, this very attrac-
tive scenario also faces some visible difficulties with
the explanation, for instance, of the unusual nonmono-
tonic temperature dependences and too large oxygen
isotope effect in the INS spectra of Ho-124 and Ho-214
systems [5, 6] some doping dependences in Y-123 and
Nd-214 systems [14]. The origin of the anomalously
large low-temperature inhomogeneous broadening re-
mains unclear. The magnetoelastic mechanism yields
very small magnitudes of I'(T" = 0), one or two orders
smaller than that found in experiment.

Comparing two mechanisms, we underline their dif-
ference that seems to be of primary importance: the
spin-channel mechanism takes the fluctuations of the
effective magnetic field on R-ion into account, while
the phonon (magnetoelastic) mechanism deals with
fluctuations of the electric field. Moreover, the con-
ventional spin-channel mechanism actually probes spin
fluctuations rather than charge fluctuations, although
its contribution to the linewidth T'(T) « (I N(EF))?
is believed to strongly depend on the density of carri-
ers. However, this relationship is derived in the frame-
work of the Fermi-liquid scenario, and is to be modified
if one addresses the typical antiferromagnetic insulat-
ing state. Interestingly, in Refs. [8, 15, 16], the phonon
(magnetoelastic) mechanism is addressed as an alterna-
tive to the charge fluctuations. As an example, the au-
thors point to insulating materials where «...the den-
sity of carriers is essentially zero...» [8], which forbids
the charge fluctuation channel of relaxation.

We emphasize that both groups of researchers un-
derestimate the role of the conventional spinless charge
fluctuation channel. Indeed, the CF Hamiltonian for an
R-ion in cuprate can be written in its standard form as
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Hep= Y. Y. BiOL

k=2,4,6 —k<q<k

where OAz are Stevens equivalent operators, By, =
= big(r®)vk, where by, are CF parameters, 72 = a,
va =B, v =7 (a, 3,7 are Stevens parameters), and

brg = <bkq> + Ablcq-,

which may be expressed within the well-known point-
charge model as

Abg =Y

i

C*(R;
qlgf—il)mm — (),

where Cé“ is the tensorial spherical harmonics and 7;(¢)
is the charge number operator. Conventional metals
are characterized by a very short-time charge dynamics,
which allows neglecting the contribution of charge fluc-
tuations to the inhomogeneous broadening and relax-
ation of R-ions in the low-energy range of CF energies,
and considering a mean homogeneous charge distribu-
tion. An altogether different picture emerges in the
case of cuprates where we deal with various manifesta-
tions of static and dynamic charge inhomogeneity (see,
e.g., Refs. [17,18] and references therein). Moreover,
the INS spectroscopy of CF excitations itself yields an
impressive picture of charge inhomogeneity in the 123
system [1, 2], where it was found that the observed CF
spectra separate into different local components whose
spectral weights distinctly depend on the doping level,
i.e., there is clear experimental evidence for cluster for-
mation. The onset of superconductivity can be shown
to result from percolation, which means that the super-
conductivity is a property of inhomogeneous materials.
It seems probable that the dynamical rearrangement of
the charge system at the temperatures above 7, some-
how affects both the inhomogeneous broadening of CF
transitions and R-ion relaxation.

2. CHARGE INHOMOGENEITY IN
CUPRATES: TOPOLOGICAL PHASE
SEPARATION

At present, the stripe model of inhomogeneity [18]
is most popular in cuprate physics. It is worth noting
that this model is based on the more universal idea of
topological phase separation, with the doped particles
assumed to localize inside the domain walls of a bare
phase.

Below, we address one of the topological phase sep-
aration scenarios that may be termed a generalized
granular model for doped cuprates. We assume that

the CuO4 layers in parent cuprates may gradually lose
their stability under electron/hole doping, while a new
self-organized multigranular 2D phase becomes stable.

The new scenario implies that the unconventional
phase state evolves from parent insulating cuprate as
a result of self-trapping of the charge transfer exci-
tons (CT) accompanied by a self-consistent lattice po-
larization and the appearance of the «negative-U» ef-
fect. Parent insulating cuprates appear to be unsta-
ble with regard to self-trapping of the low-energy one-
and two-center CT excitons [19, 20] with a nucleation
of electron —hole (EH) droplets being actually the sys-
tem of coupled electron CuO}~ and hole CuOj} "~ cen-
ters glued in the lattice due to strong electron —lattice
polarization effects. Such a system can be regarded
as an electron —hole Bose liquid described by the gen-
eralized Bose - Hubbard Hamiltonian. Doping, or de-
viation from half-filling in the EH Bose liquid is ac-
companied by formation of multicenter topological de-
fects such as charge-order (CO) bubble domain(s) with
Bose superfluid (BS) and extra bosons localized in do-
main wall(s), or a topological CO+BS phase separa-
tion, rather than uniform mixed CO+BS supersolid
phase [21, 22]. Such a situation partly resembles that
of granular superconductivity.

The most probable possibility is that every micro-
grain accumulates one or two particles. Then the num-
ber of such entities in a multigranular texture nucleated
with doping has to depend on the doping nearly lin-
early. Generally speaking, each individual micrograin
may be characterized by its position, nanoscale size,
and the orientation of the U(1) degree of freedom. In
contrast with the uniform states, the phase of the su-
perfluid order parameter for a micrograin is assumed
to be unordered. The granular structure must be con-
sidered largely dynamic in nature.

In the long-wavelength limit, the off-diagonal or-
dering can be described by an effective Hamiltonian in
terms of the U(1) (phase) degree of freedom associated
with each micrograin. Such a Hamiltonian contains a
repulsive, long-range Coulomb part and a short-range
contribution related to the phase degree of freedom.
The latter term can be written in the form of a so-called
Josephson coupling, standard for the XY model,

HJ = — Z Jl’]‘ COS((,OZ' - (,9]'), (].)

where ¢; and ¢; are global phases for micrograins cen-
tered at the respective points 7 and j, and J;; is the
Josephson coupling parameter. The Josephson cou-
pling gives rise to the long-range ordering of the phase
of the superfluid order parameter in such a multi-center
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texture. Such a Hamiltonian represents a starting point
for the analysis of disordered superconductors, gran-
ular superconductivity, and insulator —superconductor
transition with an (i,j) array of superconducting is-
lands with phases ¢;, ¢;.

To account for the Coulomb interaction and allow
for quantum corrections, we introduce the charging
energy [23]

1 _
Hep = —§q2 izjm(c Yijn;

into the effective Hamiltonian, where n; is the number
operator for particles bound in the ith micrograin; it is
quantum-mechanically conjugate to ¢, n; = —id/dy;,
(C~1);; is the capacitance matrix, and ¢ is the particle
charge.

Such a system appears to reveal a tremendously rich
quantum-critical structure [24, 25]. In the absence of
disorder, the 7' = 0 phase diagram of the multigran-
ular system implies either triangular or square crys-
talline arrangements with a possible melting transition
to a liquid. We note that the analogy with the charged
2D Coulomb gas implies the Wigner crystallization of
the multigranular system with a Wigner crystal (WC)
to the Wigner liquid melting transition. Naturally,
additional degrees of freedom of the micrograin pro-
vide a richer physics of such lattices. For a system
to be an insulator, disorder is required that pins the
multigranular system and also causes the crystalline
order to have a finite correlation length. The tradi-
tional approach to Wigner crystallization implies the
formation of a WC for densities lower than the criti-
cal density, when the Coulomb energy is greater than
the kinetic energy. The effect of quantum fluctuations
leads to a (quantum) melting of the solid at high den-
sities or at a critical lattice spacing. The critical prop-
erties of a two-dimensional lattice without any inter-
nal degrees of freedom are successfully described by
applying the BKT (Berezinsky —Kosterlitz— Thowless)
theory to dislocations and disclinations of the lattice.
This description proceeds in two steps. The first step
implies the transition to a liquid-crystal phase with a
short-range translational order, and the second involves
the transition to isotropic liquid. In such a system,
if the micrograin positions are fixed at all tempera-
tures, the long-wavelength physics is described by an
(anti)ferromagnetic XY model with expectable BKT
transition and a gapless XY spin-wave mode.

The low-temperature physics in a multigranular sys-
tem is governed by an interplay of two BKT transitions,
for the U(1) phase and the positional degrees of free-
dom, respectively [25]. Dislocations lead to a mismatch

in the U(1) degree of freedom, which makes the dislo-
cations bind fractional vortices and leads to a coupling
of translational and phase excitations. The BKT tem-
peratures either coincide (square lattice) or the melting
one is higher (triangular lattice) [25].

Quantum fluctuations can substantially affect these
results. Quantum melting can destroy the U(1) order at
sufficiently low densities where the Josephson coupling
becomes exponentially small. A similar situation is ex-
pected to occur in the vicinity of structural transitions
in a multigranular crystal. With increasing the micro-
grain density, the quantum effects result in a significant
decrease of the melting temperature compared with the
classical square-root dependence. The resulting melt-
ing temperature can reveal an oscilating behavior as a
function of the particle density with zeros at the crit-
ical (magic) densities associated with structural phase
transitions.

In terms of our model, the positional order cor-
responds to an incommensurate charge density wave,
while the U(1) order corresponds to superconductivity.
In other words, we arrive at a subtle interplay between
two orders. The superconducting state evolves from a
charge order with T < T),, where T}, is the temper-
ature of the melting transition, which could be termed
the temperature of the opening of the insulating gap
(pseudo-gap!?).

The normal modes of a dilute multigranular sys-
tem include the pseudo-spin waves propagating in-
between the micrograins, the positional fluctuations,
or quasiphonon modes, which are gapless in a pure sys-
tem but are gapped when the lattice is pinned, and,
finally, fluctuations in the U(1) order parameter.

The orientational fluctuations of the multigranular
system are governed by the gapless XY model [24].
The relevant model description is most familiar as an
effective theory of the Josephson junction array. An
important feature of the model is that it displays a
quantum critical point.

The low-energy collective excitations of a multi-
granular liquid includes the usual longitudinal acous-
tic phonon-like branch. The liquid crystal phases dif-
fer from the isotropic liquid in that they have mas-
sive topological excitations, i.e., disclinations. We note
that liquids do not support transverse modes, and these
could survive in a liquid state only as overdamped
modes. It is therefore reasonable to assume that so-
lidification of the bubble lattice is accompanied by sta-
bilization of transverse phonon-like modes with their
sharpening below the melting transition. In other
words, the instability of transverse phonon-like modes
signals the onset of melting. The phonon-like modes
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in the bubble crystal have much in common with the
usual phonon modes, but because of the electronic na-
ture they can hardly be detected by inelastic neutron
scattering.

A generic property of the positionally ordered bub-
ble configuration is the sliding mode, which is usu-
ally pinned by the disorder. The depinning of sliding
mode(s) can be detected in a low-frequency and low-
temperature optical response.

We note that as regards the CF fluctuations, there
is no principal difference between the contributions of
real phonon modes and quasiphonon modes of a multi-
granular system. Moreover, it is worth noting that
the charge inhomogeneity in a multigranular system is
proned to be closely coupled with lattice structural dis-
torsions. However, stabilization of transverse phonon-
like modes in multigranular system that accompanies
its solidification at the temperatures above T, may
strongly affect the CF relaxation due to a mechanism
identical to the magnetoelastic mechanism proposed by
Lovesey and Staub. In a sense, such a conclusion rec-
onciles the «old» spin-fluctuation [1, 2] and the «new»
magnetoelastic phonon [15, 16] approaches to the INS
spectroscopy of cuprates with R-ions.

Above, we addressed a simplified model of «rigid»
bubbles and neglected any possible internal or confor-
mational degree of freedom. However, the bubble can
actually be characterized by a subtle interplay of or-
bital degrees of freedom with a pseudo-Jahn — Teller ef-
fect. In other words, we may anticipate a set of different
conformational states of the bubble.

3. CHARGE INHOMOGENEITY AND
INHOMOGENEOUS LINE BROADENING
OF CF TRANSITIONS IN CUPRATES

Neutron spectroscopy involves energies of several
meV and is therefore susceptible to dynamical effects
of the order of 10713 5. All the slower processes con-
tribute to the inhomogeneous broadening of CF tran-
sitions. The effects of inhomogeneous line broaden-
ing are clearly seen for the crystal field excitation in
Ho1-,Y,BayCuzO; with the energy near 0.5 meV [4].
Although the CF transition is between two singlets, it
reveals an intrinsic multiple-peak structure at low tem-
peratures, comprising a dominant central peak with
shoulders on each side, and a tail on the higher en-
ergy side. The key assumption on which the tradi-
tional analysis is based is that the observed line shape
arises from rare-earth ions distributed in slightly dif-
ferent local environments, but subject to the same

relaxation processes. In other words, one assumes
that the observed line shape reflects a temperature-
independent inhomogeneous broadening and a univer-
sal temperature-dependent relaxation mechanism. The
spectrum measured at a particular temperature is then
given by the convolution of a broadening function char-
acteristic of that temperature and the residual line
shape at absolute zero. Hence, the relaxation is as-
sumed to be described by a single broadening function
whose position, width, and amplitude depend on the
temperature. However, this approach fails to explain
an unusual low-temperature line shape of the CF tran-
sition with an unexpectedly large (T'y &~ 0.2 meV) resid-
ual linewidth of the central peak. The low-temperature
experimental spectra are likely to reveal some sort of
continuous distribution of crystal fields, rather than a
simple superposition of only three components whose
spectral weights distinctly depend on the doping level,
as was assumed in Refs. [1,2].

In the continuum approximation, the resultant CF
transition line shape in the static case corresponds to
the density of the local CF distribution convoluted with
the individual line shape. The density of the local CF
distribution has a number of universal features typical
of a rather wide range of inhomogeneous 2D poten-
tials. Under certain conditions, we can easily predict
the character and number of such peculiarities in the
complex structure of the CF transition and even the
line shape itself.

A. Simple point charge model of electron
inhomogeneity

To make our consideration more quantitative, we
consider a simple model of charge inhomogeneity cen-
ters organized into an incommensurate square super-
lattice in the CuOs plane with a parameter a, and
hypotetical R-ions with the momentum J = 1 posi-
tioned above (under) the CuO, plane (the z-coordinate
in units of a: z = Z/a), as in the R-123 structure,
and having the M = 0 ground singlet state. In the
approximation of a strong tetragonal CF component,
|BZ| > | B3|, the energies of two excited states with
|M| =1 are shifted by

3
AE:I:(‘Tay) X \/;ABg(xvy) + \AB%(x,y)\ .

Hence, we can introduce two energy surfaces Ey(x,y),
where x and y are the plane coordinates of a rare-earth
ion. The surfaces osculate at points with the tetragonal
symmetry. The point-charge model for the CF param-
eters B ;. allows us to easily compute these surfaces.
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Fig. 2.

For z = 0.3, they are shown in Fig. 1. At first sight,
these surfaces differ insignificantly, but the isoenergetic
curves reveal the distinction. In Fig. 2, we marked dif-
ferent singular points and some isoenergetic curves for
both modes Ey(x,y). Four points of type M at the
corners of the square cell with the tetragonal symme-
try correspond to sharp maxima of both E_(z,y) and
E4(z,y). TheT point at the center with the tetragonal
local symmetry corresponds to a smooth local maxi-
mum of the energy E_(z,y) and a minimum of the

energy Fy(x,y). Four minima of E_(z,y) are situ-

—04 02 N 0.2 0.4

Specific points in the elementary cell of incommensurate superstructure. Singular points and some isoenergetic
curves for the E_(z,y) (left-hand side) and E (z,y) (right-hand side) branches of a model doublet (see text for details)

ated at the points X(Y) on the boundaries where the
E; (z,y) surface has saddle points. The saddle points of
the E_(x,y) surface are situated inside the elementary
cell. By varying the lattice separation, we may simulate
the effect of varying the concentration of charge inho-
mogeneity centers. The energy surfaces Ei(x,y) can
be described by the density of states (DOS) defined
as p(E) « [dE/dS]™!, where S(E) is the area of the
cross section E(z,y) = E = const. The R-ions are as-
sumed to be uniformly distributed in the x, y plane, and
their number is proportional to the cross section area:
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Fig. 3. Results of a numerical calculation of the density
of states for the lower and upper branches E4 (z,y) of
a model doublet with z = 0.3

dNgr(E) = p(E)dE « dS(E). The DOS has several
singularities associated with extremal points (minima,
maxima, and saddle points). The saddle points are of
primary importance because they are known to yield a
logarithmic divergence of the DOS in two-dimensional
systems. Near the minima and maxima, the E(S) de-
pendence can be approximated as E(S) ~ E(0) + aS™.
It is clear that for n < 1, the density of states is finite
at the extremum point, while for n > 1, it diverges at
the extremum point. It is worth noting that sharp ex-
trema with small n correspond to a small DOS. It is
interesting to note a strong resemblance of the proce-
dure to that for the conventional two-dimensional band
model, where one deals with a k-momentum space.

The results of numerical calculation of the DOS for
both the low-energy |—) and high-energy |+) modes are
shown in Fig. 3.)) The inset in Fig. 3 shows the fine
structure of the DOS near the maximum of the ener-
gies E1. The dotted line shows the energy position
of the |£) doublet failing the inhomogeneity potential.
We note that both DOS’s reveal the features typical
of two-dimensional systems. This figure yields a nice
illustration of the effects of charge incommensurability,
in particular, the splitting effect resulting from local
breaking of the tetragonal symmetry. It is worth not-
ing that our model DOS obeys the a=2 scaling law.

Figure 4 shows the effect of varying the distance z
of the R-ion from the CuO, plane. We see the change
of the DOS shape with an expected narrowing and blue
shift for larger z.

Our model approach yields a simple illustration of
the concentration effects. Indeed, if we assume the

1 The numerical calculations were performed by E. Zenkov.

DOS, arb. un.
0.30F T

z=0.25,0.3,0.4

T
[
)
w

0.25F

0.20F

0.15F

0.10

0.05F

oLl .l — . ) .
—-12 -10 0 10 20 30 40

Energy, arb. un.
Fig.4. Results of a numerical calculation of the den-
sity of states for the lower branch E_(z,y) of a

model doublet for different values of the z parameter:
£ =025 (1); 0.3 (2); 0.4 (3)

generic square lattice for the inhomogeneity centers,
we obtain a simple relation between the lattice param-
eter and concentration: a® oc 1/z. Hence, given a fixed
absolute magnitude of the Z parameter, we see that
the dimensionless parameter z = Z/a varies with the
concentration of the charge inhomogeneity centers. In
other words, Fig. 4 with additional a=2 scaling cor-
rections yields an example of a change in the DOS
with a rise of concentration. As expected, the rise
of concentration results in a smoothing of the energy
surfaces with a narrowing of the energy distribution
and a sizeable shift of the main peak. Positional dis-
order due to conventional defects such as substituted
ions, unconventional topological defects such as dislo-
cations and disclinations (which are inherent for two-
dimensional materials, however), and slow positional
motion of bubbles result in an inhomogeneous broad-
ening, which implies a weighted superposition of differ-
ent energy surfaces E(z,y). Such a broadening can be
easily taken into account if we simply assume the Gaus-
sian distribution of different E(z,y) values near a mean
value (E(z,y)). An illustrative example of a Gaussian
broadening is shown in Fig. 5, where we have included
both raw numerical data and the results of a convo-
lution with the Gaussian function with the half-width
v =10.1,0.5.

Fast positional motion of the charge inhomogeneity
centers results in averaging the crystal field potential
acting on the R-ion. The simplest model of such an
averaging in the framework of the point charge ap-
proximation for our square superlattice assumes the
distribution of the point charges near mean positions
R with the probability W(p) « e’p2/<p2>, where p
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transition.

Inhomogeneous broadening of the model CF
The results of a Gaussian convolution of
the calculated DOS. The inset shows the experimen-
tal inelastic neutron scattering spectra of the ground
state to the first excited state CF transition of Ho®"
in Hoo.1Y0.9Ba2CusO7 in the energy range 0.1 to
0.9 meV [4]

specifies the displacement from the mean position and
(p?) is a mean-square displacement. In general, the
mean-square displacement is believed to be strongly
anisotropic, with the predominant in-plane compo-
nent. For simplicity, however, the numerical calcula-
tions of the energy surfaces F were performed with
an isotropic displacement. The averaged potential dif-
fers from the bare Coulomb potential in that it has
smoothed and lower maxima, and hence the bounds of
the DOS spectra shrink with a simultaneous shift of the
center of gravity to higher energies (see Fig. 6). Inter-
estingly, the shift of the center of DOS gravity is very
sensitive to the z-component of the charge displacement
and in a sense can be used as its measure.

However, this is not the only effect of averaging. As
the extremum regions of E4 (r) become flatter and their
areas extend, the contribution of a greater number of
adjacent sites to the extrema becomes important, each
of them coming with its own phase. This leads to the
specific interference phenomena. In particular, as the
dispersion (p?) increases, the extremum points of E.
reveal a clear tendency to splitting. For example, the

maximum of the bare F_ surface at the I' point splits
into four maxima, shifted towards the four correspond-
ing M points, while a shallow minimum appears at the
I point. Thus, unexpectedly enough, averaging can
result in some complication of the energy surfaces in
general. The same effect is obtained alternatively by
increasing the z parameter.

As the charge distribution in the CuO2 plane be-
comes more uniform, the £, energy separation progres-
sively vanishes, because the potential of a uniformly
charged plane yields no electric field gradient. This
may be achieved either by increasing z or by amplify-
ing fluctuations of the in-plane sites. Then the energy
spectrum of the model consists of the M = 0 singlet
ground state and the M = +1 doublet, and the DOS
spectrum of the only excited state reduces to a J-peak
that resides at zero energy in the adopted units. The
numerical results (see Figs. 4 and 6) confirm this con-
clusion.

To summarize, the analysis of the real-space charge
inhomogeneity makes it possible to approach the inter-
pretation of the typical features of experimental spectra
from a novel angle in terms of the «real-space DOS»
singularities, which reflect some essential topological
properties of the inhomogeneity-induced spatial distri-
bution of the relevant physical parameters such as the
crystal field for R-ions. The basic properties of these
DOS singularities (their number, kinds, etc.) are rather
stable against variations in the charge distribution and
admit a simple classification scheme. For example, ex-
tremum points of the distribution correspond to jumps
in the DOS spectra, while saddle points give rise to
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sharp divergencies that manifest themselves as spectral
peaks. The observed experimental spectrum should be
regarded as a convolution of an individual line profile,
the intensity factor, and the DOS function, contribut-
ing together to a complex resultant line shape. How-
ever, it is sometimes possible to discriminate between
different sources of the spectral features. In particular,
the proposed DOS mechanism is to be addressed in the
case of «extra lines», where the number of spectral fea-
tures observed exceeds that predicted from symmetry
considerations.

B. Implications for CF transitions in cuprates

In the inset in Fig. 5, we present the low-
temperature crystal field excitation spectrum in
Ho,Y1-,BasCu3O; (z = 0.1) with the energy near
0.5 meV [4]. It may be concluded that the spectrum
exhibits all the features found in our model simulation,
and hence precisely the inhomogeneous broadening
governs the line shape. The central peak seems to
reflect the contribution of «saddle-point» R-ions,
while the left-hand and right-hand side shoulders are
associated with the R-ions exposed to the extremal
CF magnitudes.

Bubbles in a crystal or liquid state of the cuprate
participate in both slow and fast motion, and we should
therefore expect a rather complicated interplay of
inhomogeneous broadening and averaging/narrowing,
which can strongly depend on the temperature. Sim-
ple classical considerations imply the T-linear high-
temperature dependence of both (p?) and the concen-
tration of the topological defects in the bubble system
such as dislocations and disclinations. However, the
low-temperature behavior of (p?) is governed mainly
by quantum effects. It is worth noting that the con-
tribution of topological defects changes when crossing
the BKT transition temperature, which is accompa-
nied by binding/unbinding of topological defects and
the change in the behavior of correlation functions. At
a first glance, the rise in the temperature has to sup-
press the inhomogeneous broadening due to a faster
motion of bubbles. However, we actually deal with two
competing T-dependent effects: the rise of the concen-
tration of topological defects on the one hand and the
rise of their mean velocity on the other.

Slow conformational motion can be described in
terms of a finite diffusion, resulting in a linear-in-T" de-
pendence of the respective inhomogeneous broadening.
Actually, we deal with a combined effect of different
sources of static and dynamic factors governing the line
shape of CF transitions. Its separation requires both

further experimental information and a refinement of
theoretical models.

4. CONCLUSIONS

We have argued that the main mechanism of
inhomogeneous broadening and relaxation of crystal-
field excitations for rare-earth ions in cuprates can
be provided by the fluctuations of the crystalline
electric field induced by a static and dynamic charge
inhomogeneity generic for the doped cuprates. Such an
inhomogeneity is assumed to be a result of topological
phase separation. We have considered the generalized
granular model as one of the model scenarios to
describe the static and dynamic charge ingomogeneity
in cuprates. The charge subsystem is believed to be
similar to that of a Wigner crystal with the melt-
ing transition and phonon-like positional excitation
modes. We have considered a simple model of charge
inhomogeneity organized into an incommensurate
square superlattice; this model allows elucidating the
main universal features of the real-space density of CF
states. It is worth noting that both static and dynamic
effects are cosidered on an equal footing. We see that
the studies of line narrowing for CF transitions for 4 f
ions in high-T, cuprates provides an informative tool
to investigate the charge rearrangement accompanying
the onset of high-T,. superconductivity. Our model
approach based on the analysis of the real-space DOS
can be easily generalized to study other manifestations
of the electron inhomogeneity in cuprates such as an
inhomogeneous broadening of NMR-NQR signals.
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