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We present experimental and theoretical results of studies of the generation of highly charged Pb 
and Ta ions in a plasma created by C02 laser pulses with power densities of 4. 1013 and 
6.10'~ w/cm2 and pulse durations of 30 and 2.5 ns respectively. We have measured the ion content 
of the plasma and the energy spectra of the ion component of the current at considerable 
distances from the target. We found that the total current density created by the ~ b + ~ ~ - ~ b + ~ ~  ion 
group was 1.5 mA/cm2 at a distance of 3 meters. We formulate requirements on a laser 
system intended for use as a source of multicharged ions, and present results of numerical 
calculations for the problem based on one- and two-dimensional models. The latter allow us to 
obtain quantitative agreement with experiment. O 1994 American Institute of Physics. 

1. INTRODUCTION In the experiments described below, the laser source was 

The action of high-power laser radiation on a solid-state 
target is accompanied by the creation of a high-temperature 
plasma. By studying the characteristics of the latter in the 
expansion stage, we can uncover details of the ablation pro- 
cess and the interaction of the radiation with the plasma. 

Heavy-element plasmas are of particular interest for 
many reasons, including practical applications (laser thermo- 
nuclear fusion, ion sources, etc.). In order to study the rela- 
tionship between the ion content of such a plasma and the 
characteristics of the radiation that creates it, we must con- 
duct experiments over a wide range of laser pulse parameters 
and develop a computational-theoretical model that describes 
the laser plasma at different stages of its expansion. This 
paper presents the first results obtained in the course of a 
joint effort that included European organizations devoted to 
laser investigations, the Troitsk Institute of Innovative and 
Thermonuclear Studies, and the Institute of Theoretical and 
Experimental Physics. 

2. DESCRIPTION OF THE EXPERIMENTAL SETUP 

Our first experiments were carried out using the TIR-1 
apparatus, which was thoroughly described in Ref. 1. The 
TIR-1 scheme can be used to generate C02 laser pulses with 
stable parameters and durations that can be varied in the 
range 2 to 30 ns. Gas-phase saturable absorbers eliminated 
feedback between the target under study and the laser sys- 
tem. The wave front of the radiation was shaped by spatial 
filters and matched irises, so that an output beam with diam- 
eter 200 mm had a divergence that was close to diffraction- 
limited. The laser system characteristics ensured good re- 
peatability of the measurement results and optimization of 
the laser pulse parameters from the start. 

a single-mode C02 oscillator built around the preamplifier 
module of the TIR-1 apparatus, with an active volume of 
-17 liters. The radiation was produced in an unstable reso- 
nator of length 2.7 m and an amplification of -3. The energy 
of the output beam of diameter 150 mm was between 120- 
130 J (for a C02:N2:He mixture with composition 4:1:5). 
The time to form the pulse was typical of a C02 laser at 
atmospheric pressure in the regime of phase-locking of the 
longitudinal modes. The envelope of the signal consisted of a 
peak with a FWHM duration of 25-30 ns and a relatively 
long (-1 ps) "tail," containing about half the energy. 

Experiments with focusing of the radiation showed that 
the distribution of radiation in the far field was well de- 
scribed by diffraction of a plane wave by the ring-shaped 
output aperture of the unstable resonator, whose external and 
internal diameters were 150 mm and 50 mm respectively. 
The laser beam concentrated 50% of its energy in a central 
spot with diameter -50 pm at a level of l l e  (F= 600 mm), 
corresponding to a diffraction divergence of 7. low5 rad. The 
rest o i  the radiation was distributedin "wings" formed by a 
concentric system of diffraction rings, which fell off in in- 
tensity from the center to the periphery. 

Temporal and energy measurements were made of the 
laser pulses for each shot by using an optical scheme in 
which part of the radiation was removed by a reflecting 
wedge. The energy of each pulse was recorded with an EP- 
50-02 calorimeter on a C8-13 oscilloscope. The temporal 
shape of the radiation was recorded on an ARC TURBO 12 
PC using a pyroelectric detector made of the crystal LiNbO, 
(time resolution <200 ps) and digitized oscilloscope traces. 

The radiation from the laser source was focused by a 
mirror (F=600 mm) normally onto the target surface. A 
target made of metallic Pb or Ta was placed in a vacuum 
chamber pumped down to a pressure of -lo-' torr. Mea- 
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FIG. 1. Qpical signals from the electro- 
static analyzer for the TIR-1 setup: (a) 
power density Po= 4 . 1 0  l3  w/cm2, 
pulse length ~ 3 0  ns; (b) P o = 6 .  1014 
w/cm2, ~ 2 . 5  ns. 

surements were made of the characteristics of the ions in the 
plasma as it passed through the central aperture (diameter 25 
mm) of the mirror. The energy spectra of the ionic compo- 
nents were recorded over a wide range of energies and 
charges; the signal due to the ion current was measured 1.5 
and 3 m from the target. To accomplish this, we used an 
electrostatic analyzer with an angle of rotation of 90" and an 
ion collector operating in the regime of current recording, 
both well-described in the literature. The construction and 
details of the parameters for these instruments are given in 
Ref. 2. The measured signals were recorded using a digital 
oscilloscope on a personal computer. 

Separate experiments were carried out using a LUMON- 
ICS TEA 601 C02 laser and a magnetic spectrometer. 

3. EXPERIMENTAL RESULTS 

Lead ions with charges z>20 are generated in the 
plasma at a power density 21013 w/cm2 at the target. The 
ionic composition depends significantly on the space-time 
characteristics of the radiation. For pulses consisting of a 
solitary peak with duration 25-30 ns, the ionic component 
consists of a group of highly charged ions (five to seven 
successive ionization states); under our conditions this group 
contained practically no low-charge ions when the position 
of the focus coincided with the surface of the target to an 
accuracy of + 100 pm (F = 600 mm). For larger displace- 
ments of the target from the position of exact focus, a con- 
siderable number of ions with lower charges appear. This is 
connected with changes in the distribution of radiation at the 
target surface, and a concomitant increase in the role of 

zones with lower intensities. The presence of a low-intensity 
tail in the radiation pulse also introduces low-charge states. 
When we shortened the duration of the pulse to 2.5 ns while 
simultaneously increasing the power density by a factor of 
15, there was no appreciable increase in the charge states of 
the ions (compare typical signals from the electrostatic ana- 
lyzer in Fig. l); therefore, we used a single-mode oscillator 
for the ion source. The following important fact should be 
noted, which is related to the conditions for the applicability 
of our oscillator scheme. When the oscillator and target are 
placed close to one another, oscillation takes place in the 
resonator formed by the laser mirrors and target surface 
(later by the plasma boundary) combined with the focusing 
objective. As a result, the intensity of the radiation pulse 
decreases, which significantly degrades its spatial character- 
istics and hence lowers the power density at the target con- 
siderably. In order to avoid this undesirable effect we intro- 
duced an additional optical path length L such that the round 
trip time is t=2L/c>t ,+t2,  where t, is the time for devel- 
opment of the oscillations and t2 is the duration of the pri- 
mary radiation peak. This is illustrated by the signals from 
the analyzer (Fig. 2) obtained for the LUMONICS laser. 
When an optical decoupler is present (Fig. 2b) the charge 
states are considerably higher, and a group of high-charged 
ions is selected out. This method does not guarantee the ab- 
sence of parasitic oscillations for t>  2LJc with a correspond- 
ing increase in the fraction of low-charge ions. It is possible 
to improve things further by introducing a gate (for instance, 
a plasma gate) that would cut off the oscillator from the 
target after the principal radiation peak passes through. 

u,  v pb+lS 
1.5 1 .OO 

0.75 
1 .o 

I I  FIG. 2. Signals from the electrostatic 
0.50 analyzer obtained from the LUMONICS 

setup (CERN): (a) without optical de- 
0.5 coupling; (b) after introducing an optical 

0.25 decoupler. 
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The ion spectra were measured by varying the voltage 
on the analyzer plates from 50 V to 3.9 kV from shot to shot. 
The signals in Fig. 3 correspond to the central portion of the 
energy spectrum of the high-charge-state group of ions. The 
analyzer signal was processed without taking into account 
the effect of secondary emission of electrons, assuming that 
the latter is a weak function of the average ion charge ( z )  for 
( z )  = 30 t 4. The spectra obtained are shown in Figs. 3a and 
3b. Noteworthy is a twofold to threefold increase in the ion 
energy when a high-power nanosecond pulse is used. Fig. 3c 
is the spectrum of the ion component at a power density of 
-1012 w/cm2. In this case, the radiation from an oscillator 
with energy 20 J was focused by a lens with P =  2000 mm. 

The total ion current collector signals at distances 3 and 
1.5 m, which correspond to the spectra shown in Figs. 3a and 
3c, are shown in Figs. 4a and 4b respectively. These current 
signals saturated as a function of the voltage used to extract 
the ion beam, and were not distorted by secondary electron 
emiss i~n .~  The values of current density were averaged over 
the 25 mm aperture and the transmission of the collector grid 
was taken into account. 

The available experimental material allows us to esti- 
mate the error connected with ignoring the coefficient of sec- 
ondary emission. The ion spectrum (Fig. 3c) was summed 
over the entire recorded range of charges (from 1 to 12) and 
velocities (from 2.5.10~ to 2.2.10~ cmls). The signal ob- 
tained in this way (Fig. 4b, curve 2), which is normalized by 
the amplitude of the collector current, can be compared with 
the real current in the region of low-charged ions. The com- 
parison shows that the secondary emission coefficients for 
~ b + "  ions with energies of about 10 keV and ~ b "  ions with 
energies in the range 1 to 2 keV differ by no more than a 
factor of 2.5-3. Since the different value of the current in the 
low-energy interval can be related to ions from the plasma 
that are unrecorded by the analyzer at the walls of the time- 
of-flight analyzer or the collector grid, this is an estimate 
based on the maximum. 

4. COMPUTATIONAL MODEL 

We calculated how the ion composition arises in a 
plasma obtained by heating a lead target with radiation from 
a C02 laser using one-dimensional and two-dimensional nu- 
merical models of the plasma dynamics combined with equa- 
tions based on an atomic model of the lead ions. In the case 
of the one-dimensional model, the calculations were carried 
out in a spherical geometry. The gas dynamics of the plasma 
was described in the single-fluid two-temperature approxi- 
mation. We did not take into account the influence of electric 
fields that arise as the charges separate and in the system 
used to extract the ion beam. We did take into account the 
electron thermal conductivity, the energy exchanged between 
electron and ion components (temperature relaxation), and 
also the heat release due to absorption of the laser radiation. 
We also included a term in the energy balance equation for 
the electron component that describes the energy expended 
in ionizing and exciting the ions in the plasma, and, accord- 
ingly, the heat released during three-body recombination. We 
neglected the influence of radiation by the plasma on its gas 
dynamic and ion content. 
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FIG. 3. Spectrum of lead ions versus velocity V: (a) Po= 4 .  1013 w/cm2, 
~ 3 0  ns; (b) Po= 6 .  1014 w/cm2, ~ 2 . 5  ns; (c) Po= 10" ~ / c m ~ ,  ~ 3 0  ns. 
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FIG. 4. Collector signals for total ion cur- 
rent: (a) Po= 4 .  1013 w/cm2, pulse length 
~ 3 0  ns; (b) P,= 10" w/cm2, ~ 3 0  ns 
(I-measured, 2-reproduced based on the 
ion spectrum of Fig. 3c). 

The boundedness of the electron heat conduction flux 
was taken into account by limiting it at a level of 0.1 of the 
convective flux. Absorption of the laser radiation was mod- 
eled in the geometric-optics approximation. 

In the one-dimensional model we assumed radial illumi- 
nation from all sides. In the radial direction, which in this 
approximation is a characteristic of the transport equation, 
we solved the one-dimensional steady-state transport equa- 
tion for the laser radiation. In our model the laser radiation 
was absorbed according to a inverse-bremsstrahlung mecha- 
nism down to the critical density; an additional 5% of the 
power was absorbed on the critical surface while the rest was 
reflected. In the two-dimensional code the propagation and 
absorption of the laser radiation were modeled by a more 
detailed ray-tracing method. The laser beam consisted of a 
set of rays distributed randomly across the beam at each time 
step. Each ray was then traced through the computational 
grid until it passed beyond the bounds of the latter or was 
completely absorbed. In the approximation of constant elec- 
tron density gradient in each cell, the trajectory of the ray in 
a cell is a segment of a parabola. This allowed us to deter- 
mine the optical thickness of the cell and the fraction of 
energy absorbed. This type of model is adequate to describe 
classical bremsstrahlung absorption. Correct simulation of 
anomalous absorption in the region of the critical surface 
requires a considerable amount of computation to solve the 
Maxwell equations on a fine grid and is a problem of interest 
in its own right. In the two-dimensional model we used an 
empirical model of anomalous absorption, described in detail 
in Ref. 3. 

5. ATOMIC MODEL 

Since we must simulate the kinetics of atomic-level 
populations for heavy-element ions, it is necessary to have a 
large amount of atomic data. Compiling this data for multi- 
electron systems is extremely time-consuming. Therefore, 
when we need information on the ion content of the plasma 
(that is, the total numbers of ions of each charge state) it is 
desirable to have a simpler kinetic model which allows us to 
obtain the required atomic data set rather quickly for a wide 
range of chemical elements, and, at the same time, allows us 
to describe correctly the dynamics of the ionization and re- 
combination processes. We developed a model that satisfies 
this requirement. A similar model was used, e.g., in Ref. 4, to 

calculate the ion content of a plasma and its radiation prop- 
erties. In our atomic model we describe in detail the ground 
states of ions with all the ionization states that we wish to 
include in the mathematical model. This allows us to cor- 
rectly describe the dynamics of the ion content, both in the 
limit of very low plasma densities (i.e., in the so-called co- 
rona limit) and in the limit of local thermodynamic equilib- 
rium, where the ion content is determined by the Saha equa- 
tions. However, since the process of "quenching7' of the ion 
content is quite time-dependent, it is necessary to compute 
correctly the influence of excited states on the rates of ion- 
ization (so-called multistep ionization) and recombination 
(three-particle recombination). Therefore, in our model we 
assumed that each ion has several excited states with princi- 
pal quantum number n greater than no,  the principal quan- 
tum number of the ground state. The fine structure of the 
levels is not included. For all levels of an individual ion 
except the ground state, the ionization energy I is calculated 
from the expression for a "hydrogen-like" ion, where 

here Z = z + 1 is the spectroscopic symbol for the ion and 
Ry=13.6 eV is the ionization potential of a hydrogen atom. 
For the ground states the ionization energies are calculated 
using screening  constant^.^ The radiative probabilities are 
calculated using oscillator strengths for the hydrogen atom, 
the rate of excitation by thermal electrons using the semi- 
empirical formula of Van ~ e ~ e m o r t e r . ~  The ionization rates 
for the ground states are computed based on the semi- - 
empirical formula of ~ o t z . ~  Ionization rates for excited levels 
are determined from the classical Thompson formula.' The 
photorecombination rates were obtained from the photoion- 
ization cross section for hydrogenic ions. The rates for three- 
particle recombination are calculated from the rates of ion- 
ization by thermal electrons using the detailed-balance 
relation. For two-electron recombination we used the semi- 
empirical Burgess approach.9 Photo- and three-particle re- 
combination processes were included in the kinetic model 
for transitions from the ground state of an ion to all excited 
levels of a daughter ion of lower ionization state, while the 
corresponding ionization processes were included for transi- 
tions from all excited states of an ion to the ground level of 
a daughter at the next stage of ionization. Two-electron re- 
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combination was included only for ground states. This model 
gives a satisfactory description of the kinetics of hydrogenic 
ions if it is not necessary to include the fine structure of the 
levels. For other ions this approach makes it possible to in- 
clude the influence of excited levels on the ion content of the 
plasma. In our model we were able to vary both the number 
of ionization states included and the number of "hydro- 
genic" levels over a wide range. The relative populations are 
found by solving the system of kinetic equations 

The vector c(r,t) denotes the set of relative populations of 
all the included states at time t at a point with coordinates r: 
C= {cl,. . . ,cL), c1= nl/ntot, where nl is the population of 
level 1 and ntot is the total density of all the ions, i.e., 
nto,=Zf= lnl .  The matrix K describes all possible elementary 
processes that lead to transitions between the different states. 

The atomic model included stages of ionization of Pb 
from neutral atoms to pbf 40. Each ion had up to four excited 
hydrogenic levels, so that the total number of states partici- 
pating in the model exceeded 220. The tests we carried out 
showed that increasing the number of hydrogenic levels in 
the atomic model to 10 for each of the lead ions made only 
an insignificant change in the charge state of the plasma (a 
few percent in the value ( z )  over the region that gives the 
largest contribution to the collector signal). 

The equations of the atomic model were solved self- 
consistently with the equations of gas dynamics. Energy 
losses to ionization and to excitation and heating of the 
plasma during recombination were included in the energy 
balance equation. 

6. RESULTS OF CALCULATIONS 

Our one-dimensional calculations were carried out in 
spherical geometry. Note that the initial target radius Ro was 
a free parameter in our one-dimensional geometry, which we 
determined from the condition that the computed and experi- 
mental data coincide. 

The length of the laser pulse, whose profile was a Gauss- 
ian, was taken to equal 20 ns with a maximum laser power 
flux density Po = 3 .10 w/cm2. This value of Po corre- 
sponds to the maximum value of power flux density, taken at 
the initial radius of the target. During the pulse the critical 
surface moves out to a larger radius and the value of the 
power flux density at the surface becomes much smaller than 
in the absence of plasma expansion. 

In Fig. 5 we show the time dependence of the collector 
current density and partial contributions from various ioniza- 
tion states (for Ro=lOO ,urn), obtained from the one- 
dimensional model. These dependences, in keeping with the 
experimental scheme for the TIR-1 apparatus, were deter- 
mined at a distance of 300 cm from the center of the target. 
It is clear from Fig. 5 that the primary output contribution to 
the collector signal comes from five or six ionization states. 
On this figure we show the time dependence of the average 
plasma ion charge (2) .  It turns out that the value of ( 2 )  
corresponding to the maximum collector current is almost 

FIG. 5. Computed time dependence of the total current density of lead ions 
j and average ion plasma charge ( z ) ,  obtained in a one-dimensional model 
6+29,. . ., j+34 are partial currents for the ions ~ b + ~ ~ , . . . , ~ b + ~ ~ ) .  

always equal to the charge of the ion that gives the largest 
contribution to the maximum value of collector current. The 
maximum value of ( z )  occurs at later times than the maxi- 
mum of the collector signal. There is rather good agreement 
between the experimental data for ( z )  and the data obtained 
from one-dimensional calculations. However, the computed 
values of the maximum collector current density greatly ex- 
ceed the experimental values. Thus, using the TIR-1 appara- 
tus with Po-3. 1013 w/crn2 we obtain a value of the maxi- 
mum collector current density jmaX=1.5 mA/cm2; the one- 
dimensional calculation gives jmaX=8.5 mA/cm2. Our series 
of one-dimensional calculations for a fixed laser power den- 
sity Po = 3 . I 0  ' w/cm2 and values of the initial target ra- 
dius Ro= 50, 100, 200 ,um give values of ( z )  = 24.2, 31.8, 
34.4 respectively, and j,,=1.9,8.4, 25 mA/cm2. This strong 
dependence of the results on Ro is a serious defect of the 
one-dimensional model, which severely limits its usefulness 
in interpreting the experimental data. 

In this work, our experiments were directed towards ob- 
taining the maximum possible ionization states of lead. It is 
obvious that as the power density of the laser radiation in- 
creases for a fixed pulse duration, the average level of ion- 
ization (2 )  also increases. 

In order to compute the dependence of the ion beam 
parameters on the pulse length, we carried out a series of 
one-dimensional calculations. The total Gaussian pulse 
length 2a ,  was taken to be 4,20, and 100, ns for a fixed value 
of Po= 3 .  1013 w/cm2. The results are shown in Table I. In 
this calculation, the primary contribution to the collector cur- 

TABLE I. Maximum collector current density and the average ion charge at 
the time of this maximum, calculated in the one-dimensional model, versus 
the length of the laser pulse. 

2u,, ns 4 20 100 
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FIG. 6. Contours of constant electron density labeled by values of log n, , FIG. 7. Electron density contours labeled by values of log n, and electron 
and laser ray trajectories in a square region with side 1500 pm at the instant temperature contours. The numbers 5, 4, 3, 2, 1 correspond to values 0.9, 
when the laser pulse is a maximum (15 ns). 0.7,0.5,0.3,0.1 of the maximum electron temperature T,=1800 eV at time 

t = 1 5  ns. 

rent for the shortest (4 ns) pulse comes from two groups of 
ions: a high-charge group with ( z )  =22-30 and a low-charge 
group with (z)=13-19. The second group determines the 
total current 8 ,us after the first group. If we further decrease 
the laser pulse length, only the maximum of the collector 
current connected with the second low-charge group re- 
mains. For long pulse lengths, the high-charge group domi- 
nates. Therefore, for fixed values of P o ,  the way to obtain 
the maximum possible degree of ionization is to use rather 
long pulses with r>10 ns. 

In the two-dimensional model the total number of com- 
putational cells is orders of magnitude larger than in the one- 
dimensional model. For two dimensions the computation 
time increases even faster, which hinders systematic calcula- 
tions that use the full kinetic model. Therefore, we developed 
a model for the two-dimensional case in which the quantities 
( z ) ,  ( z 2 )  and the energy expended in ionization and excita- 
tion were determined at each time step based on tables com- 
puted previously under the assumption that the ion content is 
stationary. 

At the initial time we specify the position of Lagrangian 
particles in the two-dimensional model, i.e., markers that 
move together with the material. At these markers we record 
the temperature and density dynamics, and at the end of the 
two-dimensional calculations we compute the population ki- 
netics at each marker using the time-dependent model. Cal- 
culations based on this procedure are in good agreement with 
calculations based on the full model both for the distribution 
of charge at the markers and for the collector current. 

In these calculations the C02 laser pulse was simulated 
by a Gaussian distribution of power flux at the focusing spot 
and a Gaussian temporal profile: 

Our baseline pulse (Po = 3 - 10 l 3  w/cm2, a, = 1 2.5 ns, 
a,= 35 pm, radius of the illuminated portion of the surface 
100 pm) corresponded to the illumination geometry for ex- 
periments using the TIR-1 apparatus. The laser beam was 
directed along the z axis in a cylindrical ( r , z )  geometry. The 
calculations were carried out on a grid of 20x50 cells in the 
r and z directions. At the initial time the target was a rect- 
angle with dimensions 500x5 pm2. 

Ablation of material was rapid at the center of the focal 
spot, and the critical density surface moved out from the 
target to a distance of about 250 pm in the course of the first 
1.5-2 ns after the start of the two-dimensional calculation. 
Initially, this surface is convex and a portion of the beam is 
scattered. Then an indentation in the density profile forms on 
the axis, with a diameter approximately equal to the beam 
diameter. This makes additional subfocusing of the beam 
possible (within the framework of the geometric-optics 
model used here), which leads to a small increase in the 
absorption and higher electron temperatures-up to 1.5-2 
keV (in contrast to 1 keV in the one-dimensional model). 

Figures 6-8 show half the axial cross section of the 
plasma spot in the cylindrical geometry. Figure 6 shows con- 
tours of constant electron density and laser ray trajectories in 
a region of size 1500X1500 pm2 at time 15 ns (the maxi- 
mum of the laser pulse). Figure 7 shows contours of electron 
temperature T ,  and electron density n,. In contrast to the 
predictions of calculations in spherical geometry, in two di- 
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0 5 10 15 20 25 30 35 FIG. 9. Computed time dependence of the collector current density obtained 
r. mm in the two-dimensional model ( I ) ,  and the same dependence including the - 

effect of the equivalent electric circuit of the measurement setup (2). 

FIG. 8. Configuration of the computation region at time 100 ns and electron 
density contours labeled by values of log n, . The crosses show the positions 
of the markers. 

mensions the electron thermal conductivity is not effective 
enough to equilibrate the temperature throughout the corona. 

Figure 8 show the configuration of the computation re- 
gion at time 100 ns. In this figure isolines of the electron 
density and the positions of the markers are shown. At the 
initial time, some of the markers were located in a rectangu- 
lar region with dimensions 20X 1 pm2, while the rest, which 
describe the shape of the plasma spot, were located horizon- 
tally (z =const). 

Figure 9 shows the time dependence of the collector cur- 
rent density determined from the results of the two- 
dimensional calculation at a distance 300 cm from the target 
surface (curve I ) .  The sharp peak in the collector current is 
associated with a density increase (a compression wave) in 
the plasma that takes place at the trailing edge of the laser 
pulse as a result of nonuniformity in the absorption of the 
laser radiation. This rise in density appeared in all our calcu- 
lations as the parameters of motion of the model were varied, 
i.e., the coefficient of boundedness of the electron thermal 
conductivity, the absorption model, and the atomic model. 
When we compare the calculated collector signal with the 
experimental signal, we have to keep in mind the following 
facts. First of all, the experimental curve shown in Fig. 4a 
was also modulated. In other shots in this series of experi- 
ments, we observed modulations of the collector signal that 
could reach 100% for a two- to three-peak signal structure. 
At lower laser radiation power densities (Fig. 4b), both the 

collector current and the ion spectra had a multipeaked struc- 
ture. Secondly, the temporal resolution with which the col- 
lector signal shown in Fig. 4a was measured was too low to 
reveal peaks of width -10 ns, of the sort that appear in the 
calculated curves. In Fig. 9 (curve 2) we show the collector 
current density computed with the inclusion of transient pro- 
cesses in the equivalent electric circuit of the measurement 
setup. It is obvious that the agreement between the calculated 
and experimental curves is considerably improved in this 
case (Fig. 4a). Thirdly, as we mentioned in Sec. 4, the cal- 
culations do not include processes that accompany the ex- 
traction of the ion beam from the laser plasma. In particular, 
the presence of several grids with overall transmission of 
40% in the real scheme for extraction-measurement of the 
ion current can distort the temporal fine structure of the lat- 
ter. 

7. CONCLUSION 

We have investigated experimentally the ion content of a 
plasma formed by a powerful CO, laser beam at the surface 
of a target made of Pb. 

We have developed a computational model to describe a 
laser plasma with a high ionization multiplicity. 

The results of calculations based on the one-dimensional 
model agree qualitatively with experiment; however, the 
presence of a free parameter (the initial radius of the spheri- 
cal target) considerably reduces the reliability of the numeri- 
cal data. The two-dimensional model gives results in good 
agreement with the experimental data. 

Our experiments and calculations show that, at a power 
density of 3.10'~ w/cm2 of the CO, laser, the largest contri- 
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bution to the collector current comes from lead ions with 
maximum ionization multiplicities 28-32. This group of 
high-charge-state ions is well-separated both from the lead 
ions with lower multiplicity and from low-charge impurities. 

In order to achieve a high ionization state, we found it 
more efficient to use rather long laser pulses of -10 ns or 
more for the C 0 2  laser radiation (h=10 pm, n ~ = 1 0 ' ~  
~ m - ~ ) .  

The collector signal (and also the ion spectrum) had a 
peaked structure in both the experiments and in calculations 
based on the two-dimensional model. The magnitude of the 
modulation was very large, sometimes as high as 100%. A 
possible reason for the appearance of this type of oscillation 
is the generation of a compression wave (due to nonunifor- 

mity in the absorption of the laser radiation), which propa- 
gates in the direction of decreasing plasma density. 
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