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We propose a model of concentration-dependent interaction of point defects ( PDs) in 
semiconductors. The essence of the model is that the formation energy of a defect depends on the 
concentration of defects of a different type, and the model gives a phenomenological description 
of the cooperative behavior of point defects. We show that at the temperature at which 
cooperative interaction comes into play the spatially uniform distribution of point defects can 
separate into regions of high and low concentration. The separation is all the more effective the 
stronger the concentration-dependent reciprocal influence is. We estimate that a periodic 
distribution of impurities forms over distances of 10- cm within a time ranging from several 
seconds to minutes. The redistribution and clustering ofpoint defects, which occur due to this 
cooperative interaction, give rise to the formation of complexes of point defects, in particular, 
multistable complexes. We determine how configurational restructuring of a bistable donor 
impurity center, occurring when the depth of the bound-electron levels changes, affects the 
amplitude and phase shift of the semiconductor photoconductivity. We show that it is possible to 
determine the electronic and configurational characteristics of these centers. 

It is well known that point defects (PDs) in solids- 
vacancies, intrinsic interstitial atoms, impurities, and impu- 
rity complexes-significantly influence the elastic, thermal, 
electronic, and magnetic properties of materials. Point de- 
fects often give rise to radical restructuring of these proper- 
ties as compared with more or less pure materials. This is 
especially characteristic for semiconductors, but point de- 
fects undoubtedly also play an important role in high-T, 
superconducting ceramics, where, for example, oxygen 
plays an important role. 

Here not only is the behavior of a single intrinsic point 
defect (IPD) or impurity important, but the role of the en- 
tire ensemble of defects as a whole, i.e., cooperative effects, 
increases, even when the concentrations of the defects are 
comparatively low. 

In the present paper we analyze the experimental data 
on this subject and we show that cooperative interactions of 
point defects result in a nonuniform distribution of defects in 
space, formation of correlated pairs and complexes, and the 
existence of multistable defects (Sec. 1 ). Hence it is neces- 
sary to clarify the conditions which bring about such 
changes and the effect this has on the electronic properties of 
crystals. A general criterion for instability of a uniform dis- 
tribution of impurities in semiconductors will be derived in 
Sec. 2, and a model of a restructuring "impurity-defect'' 
complex and its effect on photoconductivity is studied in 
detail in Sec. 3. 

1. ANALYSIS OFTHE EXPERIMENTAL DATA 

This section consists of two parts. In the first part we 
analyze diffusion and interaction of impurities; in the second 
part we discuss briefly the associated problems of multista- 
bility point defect complexes. 

1. In the last few years many proofs have appeared of 
the fact that in semiconductors the profiles of the distribu- 
tion of impurities are correlated even for comparatively low 
concentrations of impurities and intrinsic point defects of 

the order of 1014-1017 cm-3 (see, for example, Refs. 1-8); 
diverse impurity pairs and impurity-defect complexes are 
f ~ r m e d . ~ - ' ~  

The ultraprecise degree of compensation of donor levels 
of phosphorus in silicon by acceptor gold, as observed in Ref. 
1, indicates that there exists some mechanism for automatic 
grouping of impurities of different sign in space. The correla- 
tion in the arrangement of the impurities, as is pointed in 
Ref. 1, is determined by the directed diffusion of gold in the 
elastic field of donors. 

Similarly, in Refs. 2 and 3 it was established that atoms 
of electrically active gold, occupying lattice sites in silicon 
crystals doped with a shallow donor impurity, are located 
predominantly some distance away from the atoms of the 
donor impurity. In other words, in crystals there exist corre- 
lated pairs of impurity atoms. The experimentally measured 
pair concentrations are one to two orders of magnitude high- 
er than the concentrations computed for a random distribu- 
tion. In addition, the average distance between Au atoms 
and the donor impurity (As, B, or P)  for a correlated impu- 
rity distribution is approximately equal to 80, 50, and 50 A, 
respectively. In these papers the possible mechanism of for- 
mation of correlated pairs of atoms of donor and acceptor 
impurities was not discussed. Taking into account the Cou- 
lomb interaction between components of the pairs does not 
contribute significantly to the value of their concentration. 
Since the strain fields decay more rapidly than the Coulomb 
fields, the contribution of the strain fields is even smaller. 

In Ref. 4 an "exchange" mechanism, involving the pres- 
ence of a third point defect-a vacancy ( V ) ,  which interacts 
actively with a phosphorus atom, forming a E-center, and a 
gold atom, thereby "holding" them at some distance away 
from one another-was proposed in order to explain the ap- 
pearance of such correlated pairs of atoms. In so doing, it 
was assumed that the vacancy V does not affect the electro- 
physical parameters of P and Au at low temperatures. 

The phenomenon of precise compensation (self-com- 
pensation) of the effect of an introduced impurity by intrin- 
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sic defects in wide-bandgap 2-6 semiconductors was men- 
tioned in Ref. 5. It was pointed out that this phenomenon can 
be explained at high temperatures by the association of exist- 
ing defects in the crystal with impurities. In order to explain 
the correlated behavior of charged impurities and intrinsic 
point defects at low temperatures, a mechanism was pro- 
posed for the restructuring of the lattice near an impurity 
atom with the impurity atom itself or a neighboring lattice 
atom being expelled from the lattice site into an interstice. 

A correlated distribution of implanted impurities in sili- 
con after high-temperature annealing has been noted in oth- 
er studies: boron and gallium (Ref. 6) and boron and hydro- 
gen (Ref. 7).  It was noted that the mutual diffusion of B and 
Ga is limited by their association into pairs and mutual oscil- 
lations of the concentrations of B and H is observed at sub- 
micron distances. 

These facts indicate that point defects migrating in a 
crystal lattice interact effectively with one another. This in- 
teraction strongly affects the mutual concentration profiles 
of point defects and under certain conditions results in the 
formation of associations of defects and impurity pairs. In 
addition, the electronic properties of semiconductor materi- 
als are determined by such correlated behavior of impurities 
in the process of doping or annealing. 

A very large number of papers, reviews, and mono- 
graphs concerning diffusion of impurities in semiconductors 
has now been published. Here we confine our attention only 
to low-dislocation crystals (dislocation density less than lo4 
cm- ) . The large number of models and diffusion mecha- 
nisms that have been proposed indicates the complexity and 
diversity of diffusion processes in each specific case of impu- 
rity and semiconductor with different external factors. The 
first very simple models of impurity diffusion (interstitial, 
vacancy, and dissociative (see the monograph Ref. 12)) 
have gradually evolved into more complicated models in or- 
der to describe adequately the experimental facts. 

Thus, for example, in Refs. 13-19 mechanisms were 
proposed for diffusion with the participation of several point 
defects: the kick-out mechanism; l4 , I5  migration by means of 
E -~en t e r s l~ . ' ~  and taking into account impurity-vacancy in- 
teraction (Ref. 18); and, an ensemble exchange mechanism 
of diffusion (Ref. 19). The effect of the Fermi level on the 
diffusion of charged impurities has been 

In Refs. 22-25 different combinations or a change in the 
mechanisms of impurity diffusion under different conditions 
of diffusion were proposed in order to interpret the experi- 
mental data. Such corporate models, evidently, make sense, 
since they are based on numerous data on the change in the 
state of impurities and intrinsic point defects at different 
temperatures, depending on the type of doping, for different 
forms of irradiation, and levels of laser annealing (we men- 
tion only Refs. 26-34). According to these data, in different 
situations point defects can migrate by different mecha- 
nisms. From this standpoint, the sharp change in the diffu- 
sion and annealing temperatures and the types of external 
actions on the crystal are all factors that drive the system out 
of equilibrium, and the parameters of these perturbations are 
the criterion for the degree to which the process departs from 
equilibrium. 

In connection with the intensive investigations of non- 
equilibrium phenomena in condensed media, there have ap- 
peared works concerning the analysis of the stability of pre- 

scribed distributions of point defects in crystals under 
substantially nonequilibrium c o n d i t i ~ n s . ~ l - ~ ~  Different 
mechanisms, which are responsible for the instability of the 
uniform state of the defects, are proposed for the interaction 
of defects: elastic interaction of vacancies and interstitial 
atoms, produced by a particle flux in the crystals, with satu- 
rated sink-complexes;31 uphill diffusion of irradiation-in- 
duced vacancies along the gradient of the concentration of a 
substitution impurity;32 mechanism associated with the ef- 
fect of a vacancy wind and deviation from local neutrality 
accompanying fluctuations of the impurity concent ra t i~n ;~~ 
and the nonlinear character of the interaction accompanying 
annihilation of defects on centers neglecting diffusion.34 

As a rule, instabilities of this type start with the appear- 
ance of certain structures: superlattice of pores, complexes 
of interstitial intrinsic atoms of the crystal, and "bubbles" of 
impurity atoms. In particular, it has been found that regular 
defect structures appear in semiconductors. For example, in 
silicon these are clusters of intrinsic point defects of the lat- 
tice, laminar defects, stacking faults, and swirl  defect^.^'-'^ 
They characteristically are highly mobile and highly sensi- 
tive to variations in the concentrations of the vacancies and 
interstitial atoms as well as to the presence of even very weak 
internal and external mechanical fields. In addition, they are 
observed to be distributed in layers in planes, normal to the 
direction of the gradient of the mechanical stresses.35 These 
planes are usually parallel to the surface of the crystal. In 
Ref. 7 it is shown that the boron and hydrogen concentra- 
tions oscillate, and it was proposed that the boron and hy- 
drogen are concentrated on structural defects. 

The facts presented above indicate that it is necessary to 
develop further the theory of diffusion and interaction of 
impurities in the process of doping and thermal annealing or 
other different external perturbations and to determine the 
effect of impurities on the electronic and structural proper- 
ties of semiconductor materials. 

2. As we have mentioned above, point defects can 
change significantly the properties of a semiconductor. But 
organized redistribution and clustering of point defects nat- 
urally give rise to the formation of clusters of defects-impu- 
rity-defect complexes, which in turn can strongly affect the 
same properties of semiconductor material, in particular, 
the thermal stability, radiation resistance, and degradation 
of electrophysical parameters. Further, the larger the num- 
ber of point defects of different types in such clusters, the 
higher is the probability that complexes of defects will be 
multistable and will restructure from one stable state into 
another as a result of the input of energy. At the same time, 
the concept of multistability itself can be different. For this 
reason, we briefly review the restructuring defect-impurity 
complexes. 

In Refs. 38 and 39 it was established that double ther- 
mally ionized donors, formed during heat treatment (573- 
733 K )  of Ge crystals containing oxygen, are restructured 
with the Fermi level near E,-0.04 eV between two configu- 
rations: X2-with shallow E :/ + and E : ' + + levels and 
XI-with a deep level of a two-electron E y"' state. The re- 
structuring of a thermally ionized donor, giving rise to inver- 
sion of the EO'+ level and long-time relaxation of the non- 
equilibrium conductivity, have also been observed in 
s i l ic~n.~ '  

In Ref. 41 it was found that in the same germanium 
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there exists a modification of configurationally bistable ther- 
mally ionized donors with negative effective correlation en- 
ergy ( U < O), which are formed at the initial stages of heat 
treatment of oxygen-containing Ge crystals at temperatures 
T ~ 6 7 3  K. 

A model of the attachment of minority current carriers 
in a semiconductor containing U --centers was studied in 
order to explain the long-time decay of photoconductivity, 
when the attachment process is affected by a spatial transi- 
tion of the impurity, accompanied by a change in the energy 
of the electronic state. In addition, it was assumed that U -- 
centers do not directly affect recombination processes. The 
theory was compared with experimental data obtained for 
two types of bistable donors in n-Si-crystals. 

Another example of a multistable defect in silicon, but 
this time associated with the complex Fe,Al, (iron atom at 
an interstice and an aluminum atom at a lattice site) was 
described in Ref. 43. Charge-controlled reorientation of an 
Fei Al, pair occurred for ( 1 1 1 ) and ( 100) configurations 
accompanying the changes Fe' +-Fet . 

A configurationally bistable C-center in silicon was de- 
scribed in Ref. 44. This center, as also the pair Fe,Al,, exhib- 
its a hole-attracting character. It is also known that there 
exist in silicon bistable centers associated with the carbon 
complex CiC, with different electronic levels in different 
 configuration^.^^ 

An amphoteric bistable center, which in different con- 
figurational positions can be an electron and a hole trap, was 
obtained in silicon doped with phosphorus to a concentra- 
tion of the order of lOI7 cm - (Ref. 46). This center is prob- 
ably associated with phosphorus, and the transformation 
temperature of the center is equal to 300 K. Interstitial bo- 
ron in silicon also exhibits amphoteric U-negative proper- 
ties.47 A long lattice relaxation time is apparently character- 
istic for this center. 

A defect associated with a phosphorus-vacancy-oxygen 
or carbon atom complex in silicon exhibits configurationally 
multistable properties. We also mention Refs. 49-54, where 
it was found that A-centers, thermally ionized donors, and 
other radiation-induced defects in silicon exhibit bistability. 

A wide diversity of multistable centers has also been 
observed in semiconductors other than silicon and germani- 
um. We mention only some of them: EL 2-~enter, '~ DX-cen- 
ter,56 Be-As-complex in G ~ A s ; ~ '  M-center with charge-con- 
trolled structural relaxation5' and W-multistable center 
without a change in the charge state (because of strong elec- 
tron-lattice interaction) in InP.59 Finally, a new radiation- 
induced bistable defect, differing from the well-known de- 
fects of this type in GaAs in that its states exhibit 
temperature inversion, was studied in Ref. 60. 

Thus it is becoming clear that multistability of defects 
in semiconductors is a widespread phenomenon and can be 
distinguished by its physicochemical content. Defects of the 
following type exist: thermal inversion multistable de- 
f e c t ~ ; ~ ~ - ~ '  charge-controlled bistable configu- 
rationally bistable centers with a high degree of lattice relax- 
a t i ~ n ; ~ ~ , ~ '  defect centers manifesting U - -properties; 
40.41,47,62 charge-controlled multistable centers with a high 
degree of lattice rela~ation;~' amphoteric bistable 

etc. Apparently, all possible types of multistable 
centers have not yet been identified and their structural 
characteristics and the types of electronic interactions at 

centers as a function of the type of semiconductor material 
have yet to be determined. These problems can be solved by 
developing theoretical models of such centers and by deve- 
loping experimental methods for determining the electro- 
physical and structural parameters of these centers. 

Thus the aim of the present paper is to construct a theo- 
ry of cooperative interaction of different types of point de- 
fects and the effect of such an interaction on the distribution 
of these defects and the possible formation of clusters of im- 
purities and intrinsic point defects, and to investigate photo- 
conductivity in semiconductors with multistable impurity- 
defect complexes. 

2. COOPERATIVE INTERACTION OF POINT DEFECTS AND 
THEIR SPATIAL DISTRIBUTION 

1. A significant change in the conditions to which a 
semiconductor is exposed, for example, thermal annealing, 
can alter the behavior of point defects as a result of the 
change in the state and number of the defects themselves and 
the resulting change in the character and strength of the 
interaction between the defects. In the process, it is possible 
that cooperative interaction between point defects of differ- 
ent types will be manifested according to the thermodynam- 
ic model studied in Ref. 63. 

This model of concentration-dependent reciprocal in- 
fluence of point defects of different types is based on the 
concentration dependence of the increment to the free ener- 
gy of a crystal as a result of the introduction of one point 
defect into the matrix of the lattice without the entropy 
part-the formation energy-Gi (C, ) (the indices i and j are 
not equal to one another; they label the type of defect). 

For example, in a system containing two types of point 
defects the increment to the free energy of the crystal can be 
written as 

where Nj = N'C, is the number of point defects of the jth 
type, No is the number of lattice sites per unit volume, and S, 
is the configurational entropy. 

For sufficiently low concentrations, C, < 1, the elastic 
interaction of the particles is weak. For this reason, elastic 
concentration-dependent reciprocal influence of point de- 
fects of the same type is usually taken into account for con- 
centrations of the order of 1019 cm - and higher,64 while the 
facts presented in Sec. 1.1 as well as the data on the recipro- 
cal influence on the solubility and migration of intrinsic 
point defects and impurity atoms65 indicate that a dynamic 
interaction between defects of different types also occurs for 
much lower concentrations. This is the justification for in- 
troducing a cooperative interaction of the form( 1 ) between 
point defects of different types. 

In the diffusion equations for point defects 

such a cooperative interaction can be taken into account ei- 
ther through the concentration dependence of the diffusion 
coefficient or by adding to the expression for the fluxes a 
term which determines the drift of point defects of one type 
in the gradient field of the concentration of point defects of a 
different type. 

It is well known66 that on the basis of linear nonequilib- 
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rium thermodynamics the fluxes of point defects can be rep- 
resented as a linear combination of thermodynamic forces 
acting in the system. For isothermal diffusion these forces 
are the gradients of the particle chemical potentials of the 
point defects. For this reason, the expressions for the fluxes 
of point defects can be written as 

In our case the indices denote the following: 1-vacancies 
( V ) ,  2-interstitial intrinsic atoms of the lattice ( 1 ), 3-site 
impurity (A, ), 4-interstitial impurity (Ai ), 5-intrinsic 
lattice atoms at a lattice site ( S ) ,  and 6-unoccupied inter- 
stices ( J ) .  

The restriction to two elementary diffusion mecha- 
nisms-vacancy mechanism of diffusion (VMD) and inter- 
stitial mechanism of diffusion (1MD)- makes it possible to 
divide the system (3)  into two subsystems of fluxes (along 
different sublattices) , depending on the corresponding ther- 
modynamic forces: 

a) k , j =  {1,3,5) -for VMD; b) k , j =  {2,4,6} -for IMD. 
(3 ' )  

In the general case, of course, the off-diagonal coeffi- 
cients L,, which, according to their physical meaning, ex- 
press the correlation in the motion of particles of different 
types in the crystal, though they are not equal to zero are 
nonetheless negligibly small compared with the diagonal 
terms Lii, which determine the correlation in the motion of 
particles of the same type.67 AS pointed out in Ref. 67, for 
VMD and IMD the motion of vacancies and site atoms as well 
as unoccupied interstices and interstitial atoms are correlated, 
i.e., a jump of an atom to a neighboring unoccupied site means 
a jump of the unoccupied site in the reverse direction. For this 
reason, because of the direct spatial correlation between 
atoms and unoccupied sites (or vacancies or unoccupied in- 
terstices) the corresponding off-diagonal kinetic coefficients 
will be of the same order of magnitude as the diagonal coeffi- 
cients. We point out once again that there is no such direct 
correlation in the random jumps of atoms of different types. 
On the basis of the above remarks, K. P. Gurov et ~ 1 . ~ '  ana- 
lyzed the diffusion fluxes in a binary metallic system taking 
into account the short-range order of the interaction of atoms 
in the first configuration sphere for the vacancy mechanism of 
diffusion. This corresponds to the case a )  of a subsystem of 
fluxes in the expression (3 ), when it is assumed that the diffu- 
sion interaction of atoms of different types is equal to zero, 
i.e., L,, = L,, = 0. In addition, relations were derived be- 
tween the diffusion coefficients of the particles. 

We give a similar analysis for subsystems a)  and b) of the 
expressions (3) taking into account the cooperative interac- 
tion introduced in Ref. 63 for point defects of different types. 
Calculating the partial chemical potentials ,uj = dAG/aN,, 
we represent their gradients in terms of the gradients of the 
concentrations of the point defects: 

where the elements pjk have the form 

The matrix pjk is 

in the case IMD (Ref. 63) and 

in the case of VMD. The matrix of Onsager coefficients has 
the form 

for IMD (Ref. 63) and 

for VMD. 
Thus, with the help of the expression (4),  the fluxes J j  in 

Eq. (3) can be represented as 

where the so-called mutual diffusion coefficients Djk have the 
form 

The above assertion that the number of particles in the 
system is constant 

Zc.=i. 
i 

a) i=2, 4, 6, b)  i=l, 3, 5 

makes it possible to obtain some relations between the mutual 
diffusion coefficients from the expressions (5) for a )  IMD 
and b) VMD. 

Summing the kinetic equations for IMD and VMD, giv- 
en by Eqs. ( 1 ), we obtain 

For the one-dimensional case we have 

This condition and the expressions for the fluxes in VMD and 
IMD permit the off-diagonal kinetic Onsager coefficients to 
be expressed in terms of the diagonal coefficients: 

Thus the matrix of diffusion coefficients can be represented in 
terms of the self-diffusion coefficients and the reciprocal in- 
fluence coefficients: 
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a) for IMD 

b) for VMD 

It is obvious directly from the explicit expression for the ele- ticles of a definite type is equal to zero, essentially because the 
ments of the matrix of diffusion coefficients that these coeffi- number of sites (interstices) per unit volume is conserved. 
cients are linked with one another by the relations for VMD In situations in semiconductors for which C, % C,, C4 
and IMD separately: and C, % C,, C, the matrices of coefficients (6)  can be reduced 

to thefollokiig form: 
(7) 

/ Dz* D,*cpz,\ 
The expressions (7) indicate that when all migrating \,&*94, D4* 1 

particles are taken into account the sum of the particle fluxes 
produced by an arbitrary gradient of the concentration of par- for IMD and 

for VMD. Naturally, in contrast to Eq. (6),  the expressions 
(6" ) do not permit relations similar to (7) to be derived. 

We note that the drift fluxes of point defects in the cases 
of VMD and IMD are not identical-reciprocal influence 
(determined by the coefficients pii ) and direct spatial correla- 
tion (determined by the off-diagonal coefficients Lii) of the 
corresponding particles in VMD are present together with 
concentration gradients, while in IMD there is no direct spa- 
tial correlation between the corresponding particles. 

2. The model developed in the preceding section for the 
reciprocal influence of point defects of different types in semi- 
conductors is one way to describe the possible changes occur- 
ring in the behavior of the defects. This suggest the obvious 
problem of studying the transformations ensuing in the spa- 
tial distribution of such defects when the departure from equi- 
librium is included and as a result of which a new annealing 
temperature of the semiconductor is established quite rapidly. 

We shall perform a linear analysis of the stability of pre- 
scribed distributions point defects under conditions when the 
system of defects is driven out of equilibrium. For definiteness 
we assume that after the temperature changes the kinetics of 
the point defects is determined by the kick-out mechanismI4 
taking into account the reciprocal influence of concentrations 
of migrating defects, which is described in our model by the 

drift term in the kinetic equations. Three types of defects par- 
ticipate in the kick-out mechanism. The reaction between 
these defects proceeds according to the scheme 

where k, = k,C, = Ci/CI, and v, and ki are the rate and the 
equilibrium constant of the quasichemical reaction. Assum- 
ing that C, % Ci, C, holds, a system of kinetic equations can be 
written for two types of interstitial point defects-the intrin- 
sic lattice atoms and impurity atoms-in the form 

where 

1 aGj 
m j , = - ~ ; q j k = ~ j  -(- + -) 

k~ ac, acj ' 

It is obvious that this system is quite general, since if we 
appropriately interpret the quantities in the equations the 
system will describe the kinetics of site impurity atoms and 
vacancies. 

We now analyze the stability of the spatially uniform 
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distribution C,  with respect to small deviations. Taking the to instability. The condition of instability with respect to the 
perturbation in the form SC, -- exp(/Zt + iqx) and linearizing fluctuation wave vectors has the form 
the system (9) we obtain [assuming that m, ( x ) ,  P0q2+RocO 
m, (x) = const] the dispersion relation (10) 

For certain values of Po and R, the condition ( 10) on q 
h2+Boh+Co=0, becomes a threshold condition. In this case the sufficient con- 

where dition for development of threshold instability is 

Bo=vr (If kr) +q2 (Di+Dr) 7 Co=Poq'+Ro~~~ 

Po=DiDr-MioMro, Ro=~i  (D~+kID<-krMro-Mio 1, 
fifiO=mirCiO, Mro=m,iCro. 

Since A is complex, the region of instability will be deter- 
mined by the condition Re A > 0. For q = 0 the roots of the 
dispersion equation are A,,, = 0, - vi (1 + k,), whence it 
follows that for large-scale fluctuations the system is always 
stable! Only the presence of fluctuations with q = 0 can lead 

I 

The growth time of spatially nonuniform fluctuations, 
which is defined as the inverse of the positive root A in the 
approximation 41 CoJ/B % < 1, which presumes either that the 
corresponding values of the fluctuation wave vectors are 
small or the difference between the relative magnitude of the 
drift fluxes and the purely diffusion fluxes is small, is ex- 
pressed as T, = Bo/Co, or in expanded form, 

where T~ is the decay time of spatially uniform fluctuations: 

On the basis of the model adopted for the reciprocal in- 
fluence of point defects of different types, with respect to the 
signs of the reciprocal influence coefficients 1 ) m,, mIi < 0 
and 2) m,, m, > 0 the expression for Po remains unchanged, 
in contrast to R,, which is 

Cio (1 + 5) (D,+D, - +I mi, ,C<.+ m,, ICIo ) 
CI, CIO 

in the first case and 

in the second case. 
In the first case the inequality Ro > 0 always holds. Then, 

in order for instability to appear, it follows necessarily from 
the condition ( 10) that Po > 0. This means that the product of 
drift fluxes should not exceed in magnitude the product of the 
diffusion fluxes for both types of point defects. 

The values of Po are negative only when we have 

where = C,./C'. The condition ( 12) is physically reason- 
able, and its seems that it can actually be satisfied, since it is 
determined not by the formation energy of intrinsic point de- 
fects itself, which is estimated to be several eV, but rather by 
the change in this energy as a result of the reciprocal influence 
of the concentrations. The magnitude of this change is com- 
parable to kT. For example, for kT-0.1 eV, which corre- 
sponds to 1000 "C, then in order for instability to arise the 
change must not be less than 0.1 eV. A sufficient condition for 
instability to arise is that the wave vectors of the fluctuations 
must exceed some critical value q,, such as that required by 
the condition ( 10" ). In this case, as is obvious from the fore- 
going discussion, an instability threshold necessarily exists. 

We note that in all cases the instability of the uniform 
state is caused by the competition between the drift flux, 
which give rise to growth of fluctuations, and the diffusion 
flux, which dissipates the fluctuations. Quasichemical reac- 
tions also dissipate concentration fluctuations. 

In the second case R, can be positive or negative. There- 
fore, for Ro > 0 it is obvious from the condition ( 10) that Po 
must be negative, and hence the condition ( 10) is a necessary 
condition for growth of instability. As a result, the sufficient 
condition for growth of instability is once again a threshold 
condition. If R, > 0 holds, then in principle the instability can 
be threshold-free. This variant is possible, when we again have 
Po < 0, i.e., the condition (12) must be satisfied. But if in the 
case R, < 0 it is possible to have Po > 0, then 

k l '  

and once again the instability has a threshold. 
For positive reciprocal-influence coefficients the phys- 

ical situation with R,-positive or negative-could be con- 
trolled by the ratio of the diffusion coefficients, the reciprocal- 
influence parameters, and the concentration levels. For 
example, setting Di = pD, and (mi, I = plm,, I we obtain 

Satisfying both conditions simultaneously from the combina- 
tions ( 12) and ( 14a) as well as ( 13) and ( 14b) depends on 
the quantitiesp and k, as well as T and the relative change in 
Gj with respect to the corresponding concentrations. 

Obvious limits for q follow from the finiteness of the size 
L of the region and the existence of a smallest dimension a, the 
distance between point defects: L - < q2 < d - '. 

Analysis of the formulas (14) shows that 7, is a weak 
function of T; I ,  changing monotonically from the value 
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to the value 

The fact that the limiting values of I-, are independent of 
ro- stems from the fact that in Eq. ( 11 ) T; ' is present in two 
terms, which have different meanings. The first term has the 
meaning of a recombination term, determining the vanishing 
of point defects of a given type according to the reaction (8) 
and therefore inhibiting the growth of concentration fluctu- 
ations. The second term determines the inflow of point defects 
of a given type in the fluctuations according to the same 
scheme, encouraging growth of these fluctuations. Simplify- 
ing I-, further by setting C,/C,, --, 1 and Di --, D, = D in Eq. 
( 1 1 ) we obtain 

where 

The growth time of nonuniform fluctuations with fixed q can 
be estimated for real values of the diffusion coefficients 
D- 10- cm2s - ' with T = 1000 "C. For example, for 
q2 =: lo6-lo8 cm - the values of T, will be equal to 10-lo3 s. 

In a semiconductor system with a large number of differ- 
ent types of point defects interacting by a more complicated 
interaction the conditions of realization and the parameters of 
instability of the initial impurity distributions accompanying 
a change in the temperature will naturally be different. As an 
example, consider a semiconductor with intrinsic point de- 
fects and impurity atoms of two different types. Suppose that 
the impurities significantly affect the mutual arrangement 
and distribution of defects in the lattice. Suppose that these 
impurities diffuse by the interstitial mechanism. We intro- 
duce the following notation: Let the index I denote intrinsic 
interstitial lattice atoms (IIA) and correspondingly let i and j 
denote the two types of impurities. In accordance with what 
we have said above, the diffusion equations will have the form 

In some cases the IIA are more mobile than the impurity 
atoms. If we assume Di, D, 4D,, then because of the different 
rates of the diffusion of impurities and IIA we can introduce a 
characteristic relaxation time for the distribution of the con- 
centration of IIA, estimated as T, -1 2/Di, where Iis the char- 
acteristic distance between sinks of IIA. 

According to the preceding assumption concerning the 
relaxation rate of the IIA concentration, the system of equa- 
tions (16) can be divided into two subsystems, fast and slow. 

The fast subsystem of equations ( t < ~ , )  has the form 

atCI=DIa,2CI-dx[CI (rn,,a,Ci+m,d,Cj) 1 
C ,  ( t )  =const, (17a) 

Cj ( t )  =const. 

and the slower processes are described by the subsystem 

Suppose that the changed thermal conditions are such 
that the interactions between the impurities are much strong- 
er than the reciprocal influence of IIA and the impurities. 
Then the system ( 17) separates into two independent parts: 
an equation for IIA and a subsystem of diffusion equations for 
interacting impurities, which has the form 

For D, <Dl, D, these equations, retaining their form ( 18), 
will determine the rapidly varying part of the general system 
(16). 

It is useful to consider the problem of the impurity redis- 
tribution caused by changing physical conditions (thermal 
annealing). One can make a linear analysis of the stability of a 
given spatial distribution of impurities similarly to the case 
described in the preceding section, especially since the equa- 
tions have a similar form (with the exception of the fact that 
the kick-out process is absent in the new kinetic equations). 

Without giving the calculations, which are analogous to 
those done previously, we can see immediately that in this 
model of the reciprocal influence of impurities the develop- 
ment of growing mutually correlated fluctuations of the con- 
centration of different types of impurities is possible only if 

where Mu = m C,  and Mji = mji Cp . In this case the fluctu- 
ations corresponding to wave vectors q > 0 will grow. 

We can derive the following simplified form the growth 
time T, of spatially nonuniform fluctuations in the approxi- 
mation 41 C A I/B A2 4 1, which means that the deviation of the 
relative magnitudes of the products of the drift fluxes from the 
purely diffusion fluxes is small: 

According to this expression, as expected, a long time is re- 
quired for nonuniformities to develop on large scales, if the 
concentration-dependent interaction is not too strong, which 
in this model means that the product of the drift fluxes of 
impurities is not much greater than the product of the purely 
diffusion fluxes of the impurities. This time decreases as the 
concentration-dependent interaction of different types of 
point defects increases. 

The necessary and sufficient condition ( 12") is equiva- 
lent to the inequality ( 10) with the stipulation that there is no 
threshold for impurity stratification. 

In Ref. 68 a gettering effect is reported for Au in P-doped 
n-Si with rapid thermal annealing. The investigations per- 
formed in Ref. 68 showed that the uniform preannealing pro- 
file of the distribution of the acceptor Au becomes nonuni- 
form after rapid thermal annealing and separates into regions 
of high and low concentration. A complete explanation of the 
appearance of such variations is not given in Ref. 68. 

Using the experimental values for the annealing tem- 
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perature T = 1000 "C and the diffusion coefficient of the im- 
purity D = 7.5.10- cm2/s, we find that in order for concen- 
tration stratification to occur over average distances - 75pm, 
according to our formula ( 15), a time r, =: 10 s is required for 
A ~ 0 . 0 6  eV, i.e., the results of Ref. 68 can be interpreted on 
the basis of the proposed cooperative interaction of defects of 
different types. With rapid thermal annealing this mechanism 
for the interaction of point defects can be activated between 
the defects Au-P or Au-V-P or Au-0. 

Thus, generalizing the results of this section, we note that 
when temperature-induced concentration-dependent recip- 
rocal influence of migrating IIA and impurities are present 
the spatially uniform state of these defects can become unsta- 
ble with respect to concentration fluctuations. Depending on 
the values of the parameters of the problem, the growth of the 
fluctuations can have a threshold with respect to the wave 
vectors or it may be threshold-free. The stratification of a 
given distribution of impurities is all the more effective the 
stronger the concentration-dependent reciprocal influence is. 
The growth time for a periodic impurity distribution-re- 
gions of low and high concentration-with dimensions of, for 
example, cm, is estimated to be of order of several se- 
conds. 

In the case of cooperative effects between IIA and an 
interstitial impurity, in the specific formulation of the prob- 
lem with rapid transition to a new annealing temperature, 
rapid relaxation of the concentration of intrinsic point defects 
to equilibrium for the new annealing temperature can inhibit 
the manifestation of reciprocal influence of point defects of 
different types. Stratification will be possible if the growth 
time of the instability is shorter than the time required for the 
concentration of intrinsic point defects to relax to the equilib- 
rium concentration. Since the absorption lifetime of excess 
IIA is approximately r, z12/0,, for 1 . ~  lo-' cm and 
Dl z 10 - cm2/s we have 7, z lo5 S, i.e., r, > 7,. 

We note that stratification of the spatially uniform state 
still does not mean that the decomposition of the solid solu- 
tion of impurity or other point defects has started. Such a 
redistribution of impurities can result in effective binding of 
impurities in pairs and formation of impurity-defect complex- 
es, which will affect the physical and electrophysical proper- 
ties of the semiconductor. But in order to study the kinetics of 
pairs and complexes we must study the corresponding kinetic 
equations for these formations together with the system of 
kinetic-diffusion equations presented above for the impuri- 
ties. 

FIG. 1 .  

type. Let this impurity have two stable positions, character- 
ized by the configurational coordinates Q, and Q,. We denote 
the electronic states of the impurity in these positions by D,4 
and D 7, respectively. Here q determines the charge state of 
the impurity. In addition, in the neutral state the configura- 
tion Q, is energetically favored, while in the positively 
charged state the configuration Q, is favored (Fig. 1). The 
first position of the impurity corresponds to a deep electronic 
level in the forbidden band and the second position corre- 
sponds to a shallow level lying close to the conduction band 
(Fig. 2): For simplicity we assume that it is in fact located in 
the conduction band.9 These arguments are pla~sible.'~*'~ 

Assuming, in addition, in order to simplify the analysis, 
that the concentration of shallow acceptors Na is lower than 
the total concentration of the donor impurity Nd (Na (Nd ), 
we obtain a situation when in equilibrium all shallow donors 
are in the state D ,+ . It  is then obvious that at zero tempera- 
ture N,+ = N ;  impurities remain in the shallow charge 
state; in the deep neutral state we have N :  = Na - Nap, and 
correspondingly, N;t ZO in the state D ;t . Of course, the life- 
time of the electrons with respect to recombination through 
the level D,T, z (y ,  N,f  ) - will be infinite on the centers 
D ,C while the lifetime of the holes 

TP= ( y p N s 0 )  - ' = ( r p  ( N d - N a )  I-' 

will be small because of the relatively large assumed concen- 
tration 

and the usual values of the recombination coefficient for trap- 

3. RESTRUCTURING IMPURITY-DEFECT COMPLEXES AND 
PHOTOCONDUCTIVITY IN SEMICONDUCTORS 

A defect complex is usually associated with some impuri- 
ty, and it is the impurity that mainly determines the electronic 
properties of the complex, so that we assume below that the 
multistable impurity is a restructuring defect complex. Re- 
structuring of the complex means that the impurity moves 
from one spatial position in the lattice to another. In the mod- 
el of configurational coordinates, as is well known, to each 
stable position of a point defect in the potential diagram there 
is associated a definite configurational coordinate Q. The en- 
ergy of the transition from one stable configuration to another 
is determined by the height of the potential barrier separating FIG. 2. Kinetic proceses in the model studied: I, 3 ,5 and 2,4,  dare genera- 

. . tional recombination ~rocesses between the levels 04 and 04 from the 
these positions. valence band (v) and the conduction band (c); 7-configuratibnal transi- 

For definiteness, we consider an impurity of the donor tions; 8-photoproduction of nonequilibrium electron-hole pairs. 
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ping on a neutral center z 10- cm3.s- ' (Refs. 72, 73). 
As the temperature increases the transitions D +  +D;t  
should start with probability (see, for example, Ref. 71 ) 

where El, is the height of the energy barrier between the con- 
figurations Q, and Q,. It is obvious that the reverse transitions 
will also occur with probability W,, determined by the poten- 
tial barrier of a different height Es,. For example, for not too 
large changes in the concentrations of shallow charged im- 
purities N ,+ z N o-, the concentration of centers under equi- 
librium conditions can be determined from the equation of 
detailed balance for impurity transitions: N,+ = KNZ,  i.e., 
N: z N a- /K. From what we have said above it is obvious 
that 

where AE = Eis - E,, . The appearance of centers N in turn 
results in an increase of the recombination processes for elec- 
trons through the state D ,+ . Correspondingly, the lifetime T ,  

of the electrons decreases, i.e., recombination processes 
through these deep centers can become the principal pro- 
cesses not only for holes but also for electrons. 

The changes in the recombination processes, analogous 
to the changes occurring when the temperature is varied in the 
scheme described above, can also be produced by external 
illumination. We note that changing the conditions of com- 
pensation with respect to the impurities (No > Nd ) shuts 
down the recombination channel not only for electrons 
through the D ,+ state but also for holes through the D : state 
at zero temperature. However, constant external illumination 
can once again open these recombination channels. 

If the electron recombination processes are determined 
by the states D,f and D:, as described above, then in the 
presence of photoexcitation the concentrations of the excess 
free carriers are determined not only by the recombination 
parameters T ,  and T ~ ,  but also by the parameters of the transi- 
tion ofthe impurity from the state Qi into the state Q, and vice 
versa. 

We shall write out, according to the chosen model (Fig. 
2), the kinetic equations for the electron density (n) ,  the hole 
density (p), the density of defects in different configurational 
and charge states ( N  y' + and N :' + ), as well as the condi- 
tions of electric neutrality and conservation of the total num- 
ber of defects of the donor type. But, in accordance with our 
assumptions, the lifetime of free electrons with respect to the 
level D p is very short, so that all shallow donors are ionized: 
Ny = 0. In addition, not all equations of the system will be 
independent. For this reason, retaining only the independent 
equations, we have 

where y,, and yps are the coefficients for capture of electrons 
and holes on the level D,; a,, and a,, are the coefficients of 

thermionic emission of electrons and holes from the level D,; 
w, and wSi are the probabilities for transitions of the impurity 
between the configurations Qi and Q,; and G is the rate of 
photoproduction of free charge carriers. 

When there is no illumination the stationary (equilibri- 
um) solutions for the desired concentrations have the form 

where no is determined from the equation 

Here we have introduced the following notation 

a n s  ~ P S  Wa, 
n l = - ,  p l = - .  K = -  

7 7 ~ 8  Y P S  Wis 

For the case of a nondegenerate semiconductor and non- 
degenerate levels it is well known that74 

where e, is the depth of the electronic level D ;t lo; N, is the 
electron density of states in the conduction band. 

In the absence of thermionic emission of holes from the 
level D (p, ~ 0 )  the equilibrium electron density in the band 
is determined by the formula 

no2+no [nt (K+1) -No-] -nl (K+1) (Na-N.-) =O. 

If Nd $ n, (K + 1 ) holds, then for N, >No we have 

and for Nd $ N; we have 

i.e., as expected, the electron density in the band depends 
strongly on the degree of compensation of the semiconductor. 

When the charge carriers are excited with light whose 
intensity varies in time, for example, harmonically, the carrier 
density (and therefore also the photocurrent in the sample) 
follows the change in the intensity of the light, but with some 
delay, i.e., a phase shift appears between the photoexcitation 
and the photocurrent. The phase shifts depend on both the 
volume lifetime of the charge carriers and the probability of 
hops of the impurity into different configurational positions. 
As the frequency of modulation of the light increases the pho- 
tocurrent begins to exhibit a frequency dependence. The am- 
plitude of the photocurrent, just as the phase angle, depend on 
the quantities mentioned. 

Since the lifetime of free holes, which is determined by 
the level D:, is quite short and the lifetime of the free elec- 
trons, which is determined by the level D ,+ , remains quite 
long with low levels of illumination, it can be assumed that 
Sn) Sp. Then we can write the following equations for deter- 
mining the desired nonequilibrium particle densities under 
the conditions of a weak harmonic band perturbation 
SG = Go exp(iwt) with frequency w: 
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where ri& = w,(,~) and 7s' = ynsno is the probability that 
the center D B vanishes due to capture of an electron by the 
center. From the system (29)-(32) we can determine the 
density of the majority charge carriers 

where z = wr, and < is the average lifetime of electrons in 
the band: 

We represent Sn in the form 

6n=6no exp [ i  (at-cp (a)) I, (33) 

where the real amplitude of the density of nonequilibrium 
carriers is given by 

and the tangent of the phase shift angle p(o) in the majority 
carrier density-electrons (or photocurrent)-relative to the 
phase of the irradiating light has the form 

Measurements of the phase relations of signals can now 
be easily performed experimentally with high accuracy, in 
particular, in connection with the development of photo- 
acoustic methods of in~estigation,~~ so that we shall focus our 
attention on the phase relation (35) and the information 
which can be extracted from it. 

It is obvious from the expression (35) that for both low 
frequencies (z( 1 ) and high frequencies tan(p(w ) ) asymp- 
totically approaches linear functions of frequency with differ- 
ent slopes (see Fig. 3); also, the slope at low frequencies is 
larger than at high frequencies. 

If the ratio of the probabilities is such that 7s' ( (7:) - ' 
holds, then for high frequencies (z) 1 + K )  the slope is equal 
to the lifetime of the electrons <, as in the usual We 
note that if the ratio of the probabilities is reversed, then the 
slope is equal to the time r,,. This situation is possible when 
Nd/Na- ) 1, and therefore the electron density in the band in 
the corresponding temperature interval is determined by the 
formula (23) while the density of holes in the level corre- 
sponding to the state D ,+ is 

which is greater than n,. 
At low frequencies we obtain under the same conditions 

FIG. 3. Qualitative frequency dependence of the tangent of the phase shift 
angle (the case T , ~  )*). The slope of the straight line I is equal to 
( 1/2 - 1/4)ri3 and the slope of the straight line 2 is equal to c. 

i.e., a possibility opens up for determining directly the param- 
eter ris of the transition of the impurity. 

If, however, Nd/NaP > 1 holds, then the density n,(T) 
has the same form and tan(p(w))  contains, aside from ri,, 
the ratio 

For this reason, in this case additional information is required 
about the value of the energy e,, the concentration of accep- 
tors N, and donors N,, and the quantity K. For low frequen- 
cies it is assumed that the sum of the probabilities (w, + wSi ) 
of the transitions D 2 c t D  ,+ is much lower than the probabil- 
ity of annihilation of the center D ,+ as a result of capture of an 
electron: 

This assumption makes it possible to estimate the energy dif- 
ference 

where yo is the oscillation frequency of the atom in the lattice. 
For example, for the characteristic times in Si, 

m, =0.5me, y,,=:10W3 cm3.s-', ~ ~ ~ 1 0 ' ~  s - ' ,  and degree 
of compensation (N, - N, ) /N, -- 0.1 at room temperature 
k T ~ 0 . 0 2 6  eV, we obtain the completely satisfactory esti- 
mates AE = Eis - e, >0.045 eV. 

Thus when the configurational transition of impurities is 
taken into account a characteristic functional dependence 
tan(p(w ) ) appears. By measuring the phase shift in the entire 
frequency range of interest, both 7: and 7, can be determined 
by analyzing the functional dependences. The height of the 
energy barrier E, can be determined, in principle, by supple- 
menting frequency measurements with temperature measure- 
ments. 

Thus the proposed cooperative interaction between 
point defects of different types in semiconductors can be sig- 
nificant if the concentration of defects is sufficiently low 
( 1014-10'7 cm - ) . The temperature-induced cooperative in- 
teraction can result in stratification of the spatially uniform 
distribution of point defects into regions of high and low den- 
sity. The conditions for instability of the initial distribution of 
point defects relative to the wave vectors of the concentration 
fluctuations and the growth time of the concentration nonuni- 
formities depend on the lattice temperature, the diffusion co- 
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efficients, the concentration levels, and the concentration-in- 
duced change in the formation energy of defects. 

The redistribution of defects due to cooperative interac- 
tion can result in the formation of an impurity-defect complex 
with bound-electron levels of variable depth. For this reason 
methods for measuring the electronic properties of such com- 
plexes and theoretical analysis of different models become 
Important. Investigation of photoconductivity is found to be 
an effective method for these purposes. The characteristic 
electronic properties of these complexes can be determined 
from the frequency dependences of the phase shift of the pho- 
toconductivity. By supplementing frequency measurements 
with temperature measurements it is possible to determine the 
height of the energy barrier separating stable positions of a 
complex in the lattice. The appearance of a complicated fre- 
quency dependence of the tangent of the phase shift angle can 
be used as a test for observing bistable impurity-defect com- 
plexes. 
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M. N. Belov, Yu. A. BykovskiY, V. V. Zuev, I. Ya. Polishchuk, 
M. A. Selifanov, V. G. Khamdamov, and 0. B. Shuman for 
discussions of the results of this work and for their assistance. 
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