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A study was made of the spatial structure of spin correlations in magnetic materials with 
competing random spin-spin interactions. The intensity of low-angle scattering of polarized 
neutrons and their depolarization in disordered Fe-Ni-Cr alloys was measured. An analysis was 
made ofthe temperature and momentum behavior of spin correlations in a system exhibiting a 
sequence of paramagnetic-ferromagnetic-spin glass (P-F-SG) phase transitions. The low- 
temperature phases of such magnetic materials exhibited not only thermodynamic but also frozen 
spin configuration correlations. The temperatures of the phase transitions and the critical 
exponent v of the correlation radius were determined. The neutron depolarization was found to be 
highly sensitive to magnetic P-F-SG and P-SG phase transitions and to irreversible effects in the 
SG state during magnetic annealing. The problems of interpretation of the low-angle scattering 
data were discussed in detail. 

1. INTRODUCTION 

In recent years there has been considerable interest not 
only in dilute ("classical") spin glasses of the Mn,Cu, -. 
type, but also in concentrated spin systems with a competing 
random interaction, such as Eu,Sr, -,S, (Fe,Mn, _, ),, 
P,,B,Al,, Fe,Cr, -,, etc.Iw4 Systems of this kind, both crys- 
talline and amorphous, exhibit a strong competition of ran- 
dom ferromagnetic and antiferromagnetic interactions 
between various pairs of atomic spins and, in contrast to 
dilute magnetic materials, where interactions with opposite 
signs are practically equiprobable, the ratio of the probabili- 
ties of opposite signs in concentrated alloys is determined by 
the composition of the alloy. Therefore, depending on the 
concentration x ,  a transition to the spin glass (SG) state may 
occur either directly from the paramagnetic (P )  phase or via 
a state characterized by a macroscopic magnetic moment. 
The state formed as a result of cooling from the ferromagne- 
tic ( F )  phase is usually called in the literature the reentrant 
SG phase. 

It therefore follows that the systems referred to above 
have a phase diagram which includes not only the P and SG 
phases, but also the F phase. The existence of a three-phase 
diagram in the case of systems with a competing interaction 
was recently predicted by Sherrington and Kirkpatr i~k.~ 

The majority of magnetic measurements have demon- 
strated that both the magnetization and the susceptibility of 
such systems depend similarly on temperature. In particu- 
lar, in addition to an increase in the susceptibility and the 
appearance of the magnetization on transition to the F 
phase, these quantities exhibit a fall with temperature in the 
region of the transition to the reentrant spin glass phase. If 
the transition takes place from the P to the SG state, the 
temperature dependence of the magnetic susceptibility ex- 
hibits a characteristic kink, etc. It is also shown in Ref. 3 that 
in the vicinity of phase boundaries a system of alloys based 
on metallic glasses exhibits universal critical behavior of the 
magnetic susceptibility. A scaling analysis is used in Ref. 3 to 
construct phase diagrams representing four systems of 

amorphous alloys. The critical exponents, different for each 
of the above-mentioned phase transitions, are practically the 
same for every one of these alloy systems. 

Qualitatively similar phenomena are observed in the 
system under discussion and in the temperature depen- 
dences of the cross section for low-angle neutron scatter- 
ing.1.2n4 For example, if the phase transition sequence P-F- 
SG takes place, then in addition to the anomalies of the usual 
critical scattering in the vicinity of T,, the low-angle scatter- 
ing cross section increases also as a result of a transition to 
the reentrant spin glass state. If the transition to the spin 
glass phase occurs directly from the paramagnetic phase, 
then the temperature dependence of the low-angle scattering 
cross section has a fairly wide maximum in the region of a 
kink in the temperature dependence of the susceptibility. 

The universal critical behavior of the magnetic suscep- 
tibility discovered by Yeshurun et aL3 suggests that the scal- 
ing laws should apply in the vicinity of phase boundaries in 
such systems and also to spatial spin correlations. However, 
one should bear in mind that, in contrast to ordered systems, 
these correlations include also contributions not only of or- 
dinary thermodynamic fluctuations, but also of configura- 
tion fluctuations. Their appearance is due to the existence of 
frozen local moments with random magnitudes and direc- 
tions. This circumstance, which is not very important in in- 
vestigations of the susceptibility, is very significant in the 
description of the neutron data. The point is that the neu- 
tron-scattering cross section is proportional: as is known, to 
the Fourier transform of a spin correlation function and, 
therefore, it includes contributions of both types of correla- 
tion. On the other hand, the magnetic susceptibility is relat- 
ed directly solely to thermodynamic spin fluctuations. 

In magnetics with random competing interactions the 
freezing of local moments and, consequently, the appear- 
ance of spin configuration fluctuations of the magnetization 
occurs on transition to the F and SS states. However, it is 
very important to note that in the SS phase these fluctuations 
are not absolutely frozen and should relax slowly. In fact, it 

181 Sov. Phys. JETP 67 ( I) ,  January 1988 0038-5646/88/010181-12$04.00 @ 1988 American Institute of Physics 181 



is assumed at present that the most important property of 
the SS phase is its fundamental nonequilibrium (and noner- 
godicity ), which accounts for the following experimentally 
observed irreversible effects: magnetic viscosity, magnetic 
memory, etc. (see, for example, the reviews in Refs. 6 and 7).  
According to the current ideas,'-'' these slow spin relaxa- 
tion effects are due to the existence in the SS state of a ma- 
croscopically large number of degenerate low-energy states 
(valleys). The distribution of valleys and barriers between 
them is assumed to be such that it gives rise to a wide spec- 
trum of relaxation times, which is estimated in Ref. 11 to 
extend from 10-l2 to lo2' S. Clearly, the existence of such a 
spectrum should give rise to a logarithmically slow evolution 
not only of homogeneous quantities (magnetization, suscep- 
tibility, etc.), but also of inhomogeneous spin correlations. 

It should be pointed out that the appearance of effects of 
slow relaxation is expected not only on transition from the P 
to the SS phase, but also in the low-temperature range of the 
F phase.12 In other words, the phase diagram of a magnetic 
material with random competing interactions should have1' 
a region of coexistence of F and SS properties. This region 
should be regarded as a separate phase. Sometimes it is 
called the mixed phase. In the case of Heisenberg magnetic 
materials this phase exhibits asperomagnetic ordering of the 
atomic spins when not only configuration fluctuations of the 
components of atomic spins parallel to the magnetization 
may be observed, but also configuration fluctuations of the 
transverse components. The asperomagnetic (A)  phase is, 
like the SS state, nonergodic. Therefore, these two types of 
configuration fluctuations are of nonequilibrium nature in 
the A phase and they should relax slowly. 

The transition to the SS state from the A phase is possi- 
ble either as a result of cooling or due to an increase in the 
degree of competition between random spin-spin interac- 
tions. Such a transition should be accompanied by disap- 
pearance of the magnetization, but this does not mean that 
complete isotropization of spin correlations takes place. The 
SS phase adjoining the A state may, in principle, be aniso- 
tropic and the phase transition from it to the isotropic SS 
state can occur as a result of further cooling. 

Phase diagrams under discussion and the properties of 
spin correlations in each of the phases are largely hypotheti- 
cal. The proposed scheme is based, on the one hand, on the 
results of theoretical investigations carried out so far only 
for the simplest models very far from reality. On the other 
hand, some of the proposed hypotheses are generalizations 
of the results of numerous experiments involving investiga- 
tions of the phase diagram of disordered magnetic materials 
(see, for example, the reviews in Refs. 6 and 7).  

The present paper reports an investigation of spin cor- 
relations in magnetic materials with competing spin-spin in- 
teractions carried out by the method of low-angle scattering 
of polarized neutrons and a check of the validity of the above 
picture of these correlations in description of the experimen- 
tal data. In the second section we shall discuss in greater 
detail the temperature and momentum behavior of spin cor- 
relation functions in different phases of disordered Heisen- 
berg magnetic materials. We shall summarize the results ob- 
tained in the molecular field approximation" and use the 
scaling theory ideas to obtain expressions for spin correla- 
tion functions, which will then be employed in an analysis of 
the experimental data. 

In the third section we shall give the results of measure- 
ments of the scattering cross section and polarization of neu- 
trons carried out on disordered Fe,, - ,Ni,Cr,, alloys in a 
wide range of temperatures and for different concentrations 
x. We shall show that the neutron data support the conclu- 
sions of earlier magnetic measurements14 that this alloy sys- 
tem exhibits not only the P and F states (for x)25), but also 
the SG state. The temperature dependences of the low-angle 
scattering cross section are typical of systems with a three- 
phase diagram.4 The polarization measurements reveal a 
high degree of sensitivity of the polarization not only to 
phase transitions which occur in the investigated system, but 
also to irreversible effects characterizing the SG state. 

The fourth section is devoted to an analysis and inter- 
pretation of the experimental data. In particular, we shall 
show in this section that the intensity of the low-angle neu- 
tron scattering can be described quite satisfactorily by an 
expression which is a sum of the Ornstein-Zernike formula 
and of its square, and we shall demonstrate that the recipro- 
cal of the radius of spin correlations deduced from an analy- 
sis of the data by means of this expression tends to zero both 
in the region of the transition from the P to the F state, and 
also in the vicinity of the transition from the F to the SS 
phase. The preliminary results of our study had been pub- 
lished as a preprint.13 

2. SPIN CORRELATIONS AND NEUTRON SCATTERING IN 
DISORDERED MAGNETIC MATERIALS 

Before we discuss the structure of spin correlations in 
various phases of disordered magnetic materials, we shall 
recall the familiar relationships between a correlation func- 
tion X;p(t, t ' )  of the projections of the atomic spins Sp 
located at points with the coordinates ri and r j ,  on the one 
hand, and the intensity of the scattering of unpolarized neu- 
trons I,,, , on the other: 

In the above formulas q = k' - k represents the momentum 
transferred in the scattering process, w = E '  - E is the 
transferred energy, k and k' are the momenta, E and E ' are 
the neutron energies before and after the scattering; the aver- 
aging is carried out over thermal spin fluctuations and over 
all possible realizations of spin-spin interactions. 

Equations ( 1 ) and (2 )  are strictly speaking valid only if 
the scattering system is in a state of thermodynamic equilib- 
rium. Then, the correlation function X ; O  is independent of 
t ' and it can be represented conveniently as follows: 

where the indices T and c represent thermodynamic and 
configurational averaging, respectively; M is the magnetiza- 
tion averaged over a sample; mi is the local magnetization; 
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the functions 6 ;D and G zD(t) represent configuration and 
thermodynamic correlations of spin fluctuations. 

Substituting Eqs. ( 3 ) - ( 6 )  into Eq. ( I ) ,  we obtain 

Iq,,a (6as-eaee) {[MaMBSo(q) +ZTqaB]2n6 (a) +GqaR(a)),  
( 7 )  

where S,(q) is the atomic structure factor. The momentum 
dependence associated with the magnetic atomic form factor 
will be ignored, since we shall be interested only in the scat- 
tering through small angles. 

It follows from the definition of Eq. (5)  that the config- 
uration fluctuations appear only in disordered magnetic ma- 
terials and they are observed simultaneously with freezing of 
the local moments mi, i.e., below the Curie point. In the P 
phase we find naturally that only the last term of Eq. (7)  
differs from zero. 

As pointed out in the Introduction, the SG phase is fun- 
damentally nonequilibrium. Therefore, the correlation func- 
tion of Eq. (2)  generally depends on two times t and t ', and 
the scattering intensity of Eq. ( 1 ) depends on the observa- 
tion time t '. In experiments, averaging during the observa- 
tion time occurs in an interval determined by the required 
statistical precision of the results of measurements. A de- 
tailed analysis demonstrates that, because of the logarithmic 
nature of the slow relaxation processes in the SG phase, the 
change in the scattering intensity during our measurements 
does not exceed a few percent. Within these limits we can 
assume that the correlation function of Eq. (2)  does not vary 
with the time t ', i.e., we can assume that the scattering pro- 
cess is steady-state. 

In the SG phase the equilibrium values mi and M van- 
ish. However, even then we can introduce an analog of a 
configuration correlation function gi j (w).  However, now 
the correlation function does not describe correlations of 
frozen local moments mi, but those spin fluctuations which 
have a wide spectrum of relaxation times. Naturally, the 
contribution of such fluctuations to I,,, is not proportional 
to the 6 function of w, as in Eq. (7) ,  but becomes infinite in 
the limit w - 0 [varying, for example, as (w ln2w) -'-see 
Ref. 151. On the other hand, the contribution of thermody- 
namic correlations to I,,, is considerably less singular in the 
limit 0-0 and, according to Ref. 16, in the SG range it is 
proportional to w - 'I2. 

We shall not discuss in detail the problems of spin dy- 
namics, because our experimental data on low-angle neutron 
scattering were obtained without measurement of the trans- 
ferred energy w. We shall simply note that the intensity I(8) 
of neutron scattering to a given angle 8 is proportional to a 
equal-time spin correlation function X ,  if we can ignore the 
dependence of the transferred momentum q on w .  Since for 
9 < 1 a n d w < ~ , w e h a v e q ~ ( w ) = : k ~ [ 8 ~  + (w/2E)'],wecan 
ignore the dependence of q on w if the main contribution to 
the integral of I,,, with respect to w comes from the trans- 
ferred energy range which satisfies the inequality w <2E8. 
This means that if a, is the characteristic energy of spin 
fluctuations, then the inequalities w 5 a, ,  < 2E8 should be 
satisfied throughout the relevant integration domain. 

Inelastic neutron scattering experiments2." carried out 
on systems similar to that which we investigated have shown 
that the energies transferred as a result of the scattering are 
indeed small throughout the investigated ranges of tempera- 

tures and scattering angles. Estimates, obtained on the basis 
of our polarization measurements, have indicated that the 
scattering inelasticity is weak also under our experimental 
conditions (a  method which makes it possible to obtain such 
estimates is described in Refs. 18 and 19). 

We shall therefore assume that the measured low-angle 
scattering intensity is given by the expression 

where q =: kt?, and c:Dand Gyp are simultaneous correlation 
functions of configuration and thermodynamic fluctuations, 
respectively. 

We shall now discuss the momentum dependences of 
these correlation functions for different phases. 

a) Spin correlations in the paramagnetic phase 

We have pointed out above that in the paramagnetic 
range only the correlation function of thermodynamic fluc- 
tuations G:* = SaDGq, differs from zero. It is known that in 
the case of ordered magnetic materials this correlation func- 
tion is described well by the Ornstein-Zernike formula: 

where A is a constant of the order of the square of the reci- 
procal of the interatomic distance a; x is the reciprocal radi- 
us of the correlations; Y is the correlation-radius exponent. 
In the case of three-dimensional Heisenberg ferromagnets 
we have Y =: 2/3. 

Cooling enhances the spin correlations and at T = T, 
for q = 0 the correlation function of Eq. (9) becomes infi- 
nite. Naturally, a phase transition should occur in a similar 
manner in disordered magnetic materials. However, in view 
of the competition between the spin-spin interactions there is 
a major difference from the behavior of ordered magnetic 
materials: even the P phase of a disordered material exhibits 
SG fluctuations in addition to fluctuations of the ferromag- 
netic order parameter, i.e., of the magnetization. The corre- 
lation function of such fluctuations is (for details see Ref. 
13) 

am- 
g , ,  - ((S,"SJP), (S,'SJS>, +(SiaSjb>, (Sipsj'>,>, 

= '/* glj  {6aR678+6s06R7}. (10) 
Moreover, there are also quadrupole fluctuations with the 
following correlation function (see Ref. 13) 

g;"'= ( (SlaSlbSj'SJb~T - (SFSjR) (S27S:)T)o. (11) 

The correlations of these two types are not usually mea- 
sured directly in experiments. Nevertheless, they have a con- 
siderable influence on the evolution of the experimentally 
determined ferromagnetic correlations. This is because these 
correlations, like those of the magnetization fluctuations, 
grow as a result of cooling at a rate which may be faster than 
the growth of ferromagnetic correlations and the transition 
occurs not to the F but to the SG phase. 

The molecular field approximation was used in Ref. 13 
to calculate all three types of correlation functions Gtp, 
g:DY*, and g:DY' for the Sherrington-Kirkpatrick model.5 As 
expected, the correlations of each of the order parameters 
are described in this approximation by the Ornstein-Zernike 
formulas. However, whereas in the case of the ferromagnetic 
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correlations we find, as in Eq. (9),  that x a rv, the reciprocal 
of the correlation radius of the spin glass fluctuations obeys 
x, = (7 + 6) V', where as usual the following expressions are 
obtained in the mean-field approximation: 

where T, is the Curie temperature and Tf is the temperature 
of the transition to the SG state. If we consider formally the 
dependences of x and x, on T, Tc, and Tf, we can say that P- 
F transition line is described by the equation x = O, whereas 
the phase boundary between the P and SG states is described 
by x, = 0. However, it is clear that if < >  0, then we have 
x, > x for the whole P phase and if q = 0 and x = 0, the 
correlation function G vanishes and we have g# oo . If 6 < 0, 
then throughout the P region we find that x, < x and if q = 0 
and x,  = 0, the spin glass correlation function g diverges 
and we have G # ~ 4 .  According to Ref. 13, throughout the 
temperature range where T >  Tc and T >  Tf, the function g 
does not become infinite at q = 0 and the anisotropic spin 
glass phase is not obtained. 

In the case of real disordered magnetic materials the 
transition temperatures Tc(x)  and Tf(x) depend on the 
atomic concentrations of the components of the magnetic 
system. The dependences Tc (x)  and Tf (x)  plotted using the 
coordinates (T, x) determine the positions of the phase 
boundaries between the P and Fo r  SG states (see, for exam- 
ple, Fig. 1). The intersection of these lines Tc (x)  and Tf (x)  
governs the position of the triple point in the phase diagram. 

The above specific formulas for the dependences of x 
and x, on rand 6, and also the Ornstein-Zernike formula of 
Eq. (9),  are valid only as long as the correlations of fluctu- 
ations of the order parameter are small, i.e., they are valid 
away from the Tc (x)  and Tf(x) transition lines. On ap- 
proach to these lines we must allow for the mutual interac- 
tion of fluctuations growing in the vicinity of T, and Tf. This 
should give rise to more complex dependences of x and x, on 
Tand x, and also to changes in the nature of the functions Gq 
andg,. We shall not consider this topic and simply point out 
that far from the triple point, but close to the T, (x)  line, we 
have to allow only for the interaction of the F fluctuations 
with one another. This alters greatly the exponent in the 

FIG. 1 .  Magnetic phase diagram of Fe,,-xNi,Cr,, alloys based on the 
data of Ref. 14: 1 )  paramagnetic (P) phase; 2) ferromagnetic (F) phase; 
3 )  spin glass (SG) phase. 

temperature dependence of the correlation radius [see Eq. 
(9) 1. However, in a wide range of the parameters q and x the 
function Gq ( x )  changes only slightly. In particular, in the 
limit when q) x, instead of Eq. (9) we should strictly speak- 
ing use the following expansion G, ( x )  in terms of the pa- 
rameter x/q < l (Ref. 13) : 

However, in the above formula the small quantities include 
not only the Fisher parameter 7 4 1 ,  but also the constant 
A 4 1, and for not too small ratios x/q Eq. ( 12) is practically 
identical with the corresponding expansion of Eq. (9).  

b) Correlations in the ferromagnetic phase 

In the F range, i.e., at temperatures T <  Tc ( x ) ,  the ap- 
pearance of a spontaneous moment M is accompanied by an 
anisotropy of the tensor of spin correlations and in addition 
to the thermodynamic fluctuations of the magnetization in 
disordered magnetic materials, we can have also frozen con- 
figuration correlations. 

We shall first consider the properties of the thermody- 
namic correlations. We shall write the correlation function 
G in the form 

GIa@-GIL (Gab-mamP) +GqilmamR, m=MM-I. (13) 

It is shown in Ref. 13 that in the molecular field approxima- 
tioq if 745, the functions G : and G lj are described by 

(14) 
In this approximation the difference between the nature 

of G and G: from that appropriate to the ordered case is 
the appearance of a factor 6 - ' I 2  in the expression for the 
correlation radius x-'. This means that the scale of critical 
fluctuations in disordered magnetic materials depends not 
only on temperature, but also on the degree of disorder, i.e., 
in fact it depends on the proximity to the triple point in the 
phase diagram. As in the case of the P region, an allowance 
for the interaction of the fluctuations alters the temperature 
and momentum dependences of the correlation functions in 
Eq. ( 14). We shall assume that x = \ T I " ,  where v is the expo- 
nent of the correlation radius which has to be determined 
experimentally. 

It is natural to assume that far from the triple point the 
changes in the momentum dependence of the correlation 
functions in Eq. (14) should be slight for q s x ,  exactly as in 
the case of ordered magnetic materials. However, an 
allowance for the interaction of the fluctuations in the hy- 
drodynamic range q < x deserves a separate discussion. This 
is due to the fact that the interaction of transverse fluctu- 
ations with one another in ordered magnetic materials 
makes an additional contribution to the longitudinal corre- 
lation function GI[, which is proportional to q-'. Naturally, 
this should occur also in disordered magnetic materials. In 
the limit q-0 such a contribution obviously determines the 
behavior of G i. However, according to Ref. 20 (see also the 
review in Ref. 21 ), in the expression for G f this contribution 
has a small numerical factor and for finite values of q the 
formulas of Eq. ( 14) may still be valid. 

It is shown in Ref. 13 that under the conditions of valid- 
ity of the formulas in Eq. (14) the correlation function of 
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longitudinal configuration fluctuations is as follows: 

where Qll = ((mj1)2)c is the longitudinal Edwards-Ander- 
son parameter; a ( Tf /T, ) when Tf 4 T, and 3 - 1 when 
Tf- Tc. 

It follows from Eqs. ( 15) and ( 16) that the configura- 
tion correlations are absent from ordered magnetic materi- 
als, i.e., at Tf = 0, and also in the case of the P phase at 
temperatures T> T,. Moreover, since in the ergodic ferro- 
magnetism range we have Q = ( (mf  )') = 0 (see Ref. 13), 
it follows that the corresponding configuration correlation 
functions vanish: = 0. Equations ( 15) and ( 16) were 
obtained in Ref. 13 without allowance for the interaction of 
different types of fluctuations. Therefore, the range of their 
validity is limited and is probably the same as that of the 
formulas for the thermodynamic correlations [Eqs. (14) 
and ( 9 )  1 .  As in Eqs. ( 14) and (9) ,  we have to assume that 
Q 1 - M a 171 ZP and x cc [ T I  v ,  where p is a new independent 
exponent. It is interesting to note that in the range of validity 
of the molecular field theory we have Q li - M a x2, where 
x cc I T ] "  and Y = 1/2. However, this means that the scaling 
dimensionalities of I?, ( x )  and G,  ( x )  are equal. If this equa- 
lity applies also in the critical region near E,, then the expo- 
nent isp = Y .  

In the F phase we find, as in the P phase, that the F 
fluctuations in disordered magnetic materials are accompa- 
nied also by SS fluctuations. As already mentioned, if 6 < 0, 
these fluctuations prevent transition to the state F as a result 
of cooling. If 6 > 0, then correlations of the SS order param- 
eter continue to rise also below T, and this may result in the 
formation of a mixed phase or in a phase transition to the SG 
state at some temperature T, (x)  < T, (x) .  

c) Correlations in the spin glass and mixed phases 

First of all, we must point out that there have been prac- 
tically no theoretical investigations of the behavior of spa- 
tially inhomogeneous spin correlation functions in the SG 
state. Therefore, the correlation picture proposed below is 
based only on very general ideas on the properties of the SG 
phase and on some estimates which can be drawn employing 
simple models of this phase. We recall that, according to the 
current ideas (for a review see Ref. 22), the SS phase is 
bounded in the phase diagram by the lines of transition from 
the P phase Tf (x )  and from the F phase T, (x) ,  and that a 
region where the F and SG properties coexist adjoins direct- 
ly the SG phase. This mixed phase is separated from the 
ergodic F state by the phase transition line t i (x).  

Clearly, the correlation radius of the magnetization 
fluctuations in the SG phase depends on the distance in the 
phase diagram from the phase exhibiting a spontaneous mo- 
ment, i.e., by the distance from the phase boundary T, (x) .  
On the other hand, as already pointed out, the SG state is 
fundamentally of nonequilibrium nature. Therefore, the 
characteristic scale of these correlations should also depend 
on the observation time and on the proximity to the bound- 
ary Tf (x )  of the transition to the nonequilibrium state. 

The correlation radius, like other physical quantities, 
varies logarithmically slowly with time and it is quite diffi- 

cult to observe such variation in neutron experiments. In 
view of the nonequilibrium nature of the SG state, the ob- 
served scattering intensity given by Eq. (8)  should include a 
contribution of the slowly relaxing configuration fluctu- 
ations %. 

Using the methods of Refs. 15 and 23 we can show that 
in the case of SG phase when 9% x, we have 8, cc q-4, where- 
as in the opposite limiting case the value of 8, is independent 
of q. Therefore, 8, can be approximated roughly by an 
expression analogous to Eq. ( 15) : 

In precisely the same way we find that instead of Eqs. ( 14)- 
( 16) the mixed (or asperomagnetic A)  phase is described by 

It is important to stress that 5, and x, may differ to zero only 
because of the nonergodicity of the state A. Their values, like 
the values of iill and xll , are defined for characteristic obser- 
vation times. 

In the longitudinal correlation functions of M the quan- 
tities el1, gll, and xll relax slowly to their finite equilibrium 
values and, therefore, we generally have iill # 2, and xll # x, . 
However, in real experiments the difference between xll and 
x, and also between 5, and 5, may be small. In fact, the 
nonequilibrium correction to xll and CII and the values of 2, 
and x, depend on the separation from the boundary between 
the regions of equilibrium and nonequilibrium ferromagne- 
tism Ti. On the other hand, the equilibrium parts of jilI and 
xll are determined by the proximity to the boundaries of the 
regions in which the magnetization vanishes. Therefore, if 
the phase diagram is plotted in such a way that for a given 
concentration x the magnetization is weak throughout the 
investigated range of temperatures, then away from the tem- 
perature of the transition to the A state the nonequilibrium 
correction to the correlation radius may become greater 
than its equilibrium value. This is precisely the situation 
which occurs in our experiments discussed below. 

We shall conclude this section by noting that the formu- 
las for the configuration correlation functions of systems 
with a random anisotropic exchange, similar to those given 
above, had been obtained before in Refs. 24 and 25, and for 
systems with random magnetic fields in Refs. 26 and 27. The 
results of application of the formulas of Refs. 26 and 27 to 
the experimental data are discussed in Ref. 28. Finally, an 
analysis of the scaling asymptotes of the correlation func- 
tions of the configuration fluctuations is given in Ref. 29. 

3. DESCRIPTION OF EXPERIMENTS 

Alloys belonging to the Fe,, -, Ni, Cr,, (at.% ) systems 
with the fcc lattice were investigated by the method of scat- 
tering of cold polarized neutrons. The phase diagram of the 
magnetic state of these alloys of interest to us was plotted in 
Fig. 1 on the basis of magnetic and neutron-diffraction mea- 
surements.'4 The investigated alloys were characterized by 
nickel concentrations x = 21, 24, 26, and 28, i.e., very close 
to the concentration x = 25 corresponding to the tricritical 
point (the main experimental data will be given for the alloys 
with x = 24 and 26). Our samples were rectangular plates of 
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25 X 8 mm dimensions and of 4-mm thickness along the neu- 
tron beam. 

Measurements were made using a multidetector system 
for the study of low-angle scattering of polarized neutrons 
described in Ref. 30. Detectors (comprising 20 helium 
counters of the SNM-50 type) were located in a horizontal 
plane with angular separations between the centers amount- 
ing to - 4 x  rad. In these experiments the system had 
the following collimation parameters: along the horizontal 
the angular divergence of the incident 8,, and scattered 8 ;, 
beams was 8, = 1.3 x ando;, = 1.7 x whereasin 
the vertical direction the corresponding values were 
8, = lop2 and 8 = 1.4X lo-'. The average value of the 
wavelength over the spectrum was ( A  ) = 9.9 A 
(M  /A-30%). 

A sample was placed in a vacuum isolated container 
and immersed in a helium bath in a cryostat. The optimal 
heat exchange conditions between the sample and the bath 
were selected by varying the pressure of gaseous helium in 
the vacuum jacket surrounding the sample. A bifilar heater 
surrounding the sample made it possible to vary its tempera- 
ture without creating a magnetic field in the sample. The 
heat transfer between the sample and the heater was im- 
proved by filling the container with gaseous helium. The 
stabilization system ensured that temperatures of the sample 

I ,  rel. units X, rel. units 

I ,  rel. units 

FIG. 2. Temperature dependences of the intensity of the neutron scatter- 
ing I ,  of the neutron polarization P, and of the magnetic susceptibility x of 
the alloy with x = 26: 1 )  q =  4 . 8 ~  k'; 2)  5 . 8 ~  l o p 3  A ' ;  3 )  
7 . 4 ~  l o p 3  k'; 4 )  8.5 X k'. The upward arrow identifies the posi- 
tion of the scattering maximum T ,  characterized by the minimum trans- 
ferred momentum, and the downward arrow identifies T , .  The contin- 
uouscurve is the dependence I (  T) calculated for q = 4.8 X I O W A -  '. The 
indices of zeros (on the left) denote here and later the positions of zeros of 
curves labeled by the relevant numbers. 

FIG. 3. Dependences I (  T )  for the alloy with x = 26 obtained for different 
transferred momenta: 5 )  q  = 1 ~ 1 0 - ~  k'; 6 )  1 . 5 ~  10W2 k' ;  7 )  
2 . 2 ~  l o p 2  k'; 8) 2.7X 10V2 kl. The arrows identify the same tem- 
peratures as in Fig. 2. 

were maintained to within 0.1 K. Protection from uncon- 
trolled external fields was provided by a magnetic screen 
inside the cryostat. A system of guiding fields ensured that 
the direction of the polarization vector of neutrons Po was 
set adiabatically along the axes of a laboratory coordinate 
system. 

The experimental data obtained in one series of mea- 
surements on alloys with x = 26 and 24 are plotted in Figs. 
2-5. Figures 2 and 3 give the temperature dependences of the 
scattering intensity I ( T )  obtained for different values of 
q = (ko)8, (8, is the scattering angle in the horizontal plane 
and (k,) = (2a/A ) ) and of the polarization P( T) obtained 
using the central counter and the alloy with x = 26. The 
average data-acquisition time at a given temperature was 45 
min. The scattered neutron intensity (Figs. 2 and 3) was 
plotted after subtraction of the background of neutrons scat- 
tered by the cryostat and of the background representing the 
scattering by the sample, measured at T = 65-70 K. 

The scattered neutrons were recorded on both sides of 

FIG. 4 .  Dependence Z(q) for the alloy with x = 26 at T =  4.5 K. The 
continuous curve is calculated, the points are the experimental values, and 
the dashed curve is the resolution function of the apparatus. 
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the incident beam. By way of example, we plotted in Fig. 4 
the dependence of the intensity of the scattered neutrons on 
the value of q for the alloy with x = 26 at T = 4.5 K. The 
results plotted in Figs. 2 and 3 were obtained without deli- 
berate application of an external magnetic field to the sam- 
ple, but the presence of a guiding magnetic field, necessary 
for the polarization analysis and directed in this case along 
the beam axis ( z  axis), meant that the sample experienced a 
field Hz 5 0.3 Oe. 

On the whole, the low-angle scattering pattern was sim- 
ilar to that observed earlier for alloys with an analogous 
phase diagram of the magnetic states (see, for example, Ref. 
4).  In particular, the critical scattering in the vicinity of T, 
was weak, as also found earlier.',2.4 A clear low-angle scat- 
tering peak was observed at TZ 15 K (Figs. 2 and 3)  and its 
position corresponded to the region of fall of the susceptibil- 
ity of this alloy recorded at a frequency f = 217 Hz and 
shown by a dashed curve in Fig. 2. The scattering maximum 
shifted toward lower temperatures when q was increased. A 
similar temperature dependence of the scattered-neutron in- 
tensity was observed also for the alloy with the nickel con- 
centration x = 28, but in this case a reliable resolution of the 
low-temperature scattering peak was possible only at tem- 
peratures below 4.2 K which was impractical in our experi- 
ments. 

The temperature dependence of the polarization P( T) 
of neutrons scattered to the central counter was also deter- 
mined (Fig. 2) .  In the high-temperature range this polariza- 
tion curve was similar to the temperature dependence P( T) 
usually observed for ordered magnetic materials undergoing 
the P-F phase transition. As usual, the polarization in the P 
phase was equal to the initial polarization Po of the beam and 
it decreased strongly on transition across T,. However, the 
dependence P ( T )  observed for our alloys had a number of 
significant details distinguishing it from the dependences re- 
ported earlier for ordered ferromagnets3' First of all, we 
found that in the vicinity of T, the polarization fell much less 
rapidly than in the cases mentioned above, and in the F re- 
gion it did not vanish for samples of thicknesses of the same 
order as in Ref. 3 1. Moreover, as demonstrated by the inset 
in Fig. 2, a considerable rise of P ( T )  began below 30 K. 
According to the phase diagram of Fig. 1, transition to the 
SG phase should occur in this region. In the case of the alloys 
with a higher concentration of Ni ( x  = 28), i.e., with a high- 
er value of T, and a lower degree of disorder in the magnetic 
subsystem, the polarization in the F phase fell to zero and, to 
within lop3, remained zero throughout the temperature 
range right down to T = 4.2 K. According to the phase dia- 
gram of Fig. l ,  the transition to the SS phase in this alloy 
should occur at T, =: 15 K. 

The experimental results obtained for the alloy with the 
lower Ni content (x = 24) are plotted in Fig. 5. In this case, 
as indicated by the magnetic measurements (Fig. 1 ), the F 
phase was absent and a transition occurred from the P to the 
SS phase at Tf = 22 K. The magnetization and susceptibility 
measurements were also made (Fig. 6).  The temperature 
dependence of the intensity I of the scattered neutrons was 
determined for q = 5X lop3  A '  (Fig. 5a). The tempera- 
ture dependence of the polarization P ( T )  of neutrons re- 
corded by the central counter (9-0) was also recorded 
(Fig. 5b). All these measurements were made when the tem- 

I ,  rel. units 

FIG. 5. Temperature dependences of: a )  the intensity of the neutron scat- 
tering I ( T )  by the alloy with x = 24 and q z 5  X 10W3 k'; b) polariza- 
tio.~ P ( T )  of neutrons reaching the central counter, obtained in "zero" 
magnetic field ( I ) ,  in a field H, = 62 Oe after preliminary cooling to 4.2 
K in zero field (2 ) ,  and after cooling to 4.2 K and measurements in a field 
H, = 62 Oe ( 3 ) .  

perature of a sample, cooled initially to 4.2 K, was increas- 
ing. The results plotted in Fig. 5 and represented by symbols 
1 were obtained when both the cooling of the sample and the 
measurements were carried out in "zero" external field (i.e., 
in a guiding field of Hz 5 0.3 Oe). The results denoted by 2 
were obtained when the sample was cooled in zero field and 

FIG. 6. Temperature dependences of the magnetization M in a field 
H = 62 Oe and of the susceptibility x of the alloy with x = 24: e) cooling 
to 4.2 K in zero field; 0) cooling to 4.2 K in a field H = 62 Oe. 
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the measurements were carried out in a field of H x  = 62 Oe, 
which was applied at T = 4.2 K (in this case the x axis was 
directed vertically, parallel to the long side of the sample). 
Finally, the results denoted by 3 were obtained when both 
the preliminary cooling and the measurements during heat- 
ing were carried out in a field of Hx = 6.2 Oe. It is clear from 
Fig. 5a that for q -, 5 X lop3 A- ' the scattered-neutron max- 
imum rose by just 5% above the high-temperature back- 
ground. The temperature of the scattering maximum agreed 
well with the temperature of the maximum of the suscepti- 
bility curve in Fig. 6. A relatively weak field ( H  = 62 Oe) 
reduced strongly the maximum of the scattering cross sec- 
tion (compare results denoted by 2 and 3 with those denoted 
by 1 ). The scattering decreased strongly on increase in the 
transferred momentum q. For example, for q > 7.5 X l o r 3  
A-'  the scattering maximum practically disappeared even 
in zero field. 

The polarization decreased as a result of cooling (Fig. 
5b) reaching a minimum in the region of the maximum of 
the low-angle scattering I( T) . However, it should be pointed 
out that the minimum of P( T) did not coincide exactly with 
the maximum of I( T). Further cooling increased the polar- 
ization again but it did not reach the values found at higher 
temperatures. It is clear from this figure that the polariza- 
tion began to fall at fairly high temperatures ( ~ 4 5  K) ,  i.e., 
in the far P region of the phase diagram in Fig. 1. This was a 
very unusual effect, since in the case of disordered ferromag- 
nets the depolarization of neutrons in the P phase has not 
been observed before. The exception was the direct vicinity 
of T,, where depolarization amounted to a few percent (see 
Ref. 3 1 ), in agreement with the estimates obtained by Ma- 
leev and R~banov.~ '  Moreover, an external magnetic field 
had, at first sight, a very unusual effect on the depolariza- 
tion. For example, the application of a fairly weak field of 
H = 62 Oe parallel to Po increased the depolarization almost 
threefold. However, in the case of ordered magnetic materi- 
als an external field usually reduced the depolarization. 

It is clear from Fig. 5 that the temperature dependence 
of the polarization in a field applied at low temperatures 
depended on the method of cooling, i.e., irreversible changes 
typical of a strongly degenerate SG phase were observed 
(see, for example, the reviews in Refs. 6 and 7).  A similar 
irreversibility had been observed before, usually in measure- 
ments of the magnetization of a sample under various cool- 
ing conditions (see, for example, Ref. 33). The results of 
such measurements for this alloy were plotted in Fig. 6, 
where the black dots represent the preliminary cooling in 
zero field and subsequent measurements of the magnetiza- 
tion in a field H = 62 Oe, whereas the open circles represent 
cooling and measurements in a field H = 62 Oe. An analysis 
of the temperature dependences P(  T) and M( T) in Fig. 6 
indicated that the temperatures of appearance of irreversible 
effects agreed to within better than 1 K. 

We shall conclude this section by noting that the low- 
angle scattering cross section and particularly the polariza- 
tion were extremely sensitive to small changes in the compo- 
sition. For example, in the case of the samples with x = 28 
and 26 we observed a very strong depolarization of neutrons 
at low temperatures, whereas in the case of a sample with 
x = 24 in a field H = 0 the change in the polarization was 
approximately 13%, whereas for a sample with x = 21 the 
depolarization did not exceed 0.2%. 

We shall not consider here the problems of quantitative 
interpretation of the results of our depolarization measure- 
ments. This will be done in a separate communication where 
in particular we shall show that such measurements can be 
used to study the processes of slow relaxation, dependence of 
such relaxation on the magnetizing field or temperature, etc. 

4. ANALYSIS AND INTERPRETATION OF RESULTS 

a) Selection of the parametrization method 

In this section we shall consider the experimental re- 
sults reported above and use the main concepts on the nature 
of the spin correlations introduced in Sec. 2. We recall that in 
addition to the thermodynamic correlations in disordered 
magnetic materials, the low-temperature phases exhibit also 
configuration correlations. Moreover, expressions describ- 
ing these types of correlations were obtained in Ref. 13 for a 
parametrically defined region of the P and F phases. How- 
ever, our experimental results were obtained in a wide range 
of temperatures which could possibly include temperatures 
where these formulas would be inapplicable. We mentioned 
already those theoretical problems which can be solved in 
order to provide a description of the correlation in all the 
phases of systems with a competing random interaction. At 
present many of them are the subject of intensive theoretical 
studies but have not yet been solved. Therefore, it is quite 
natural to describe the experimental results in terms of the 
simplest variant of the theory allowing however for the im- 
portant feature of the possibility of appearance of configura- 
tion spin correlations. We shall limit the analysis of our data 
to the intensity of the low-angle neutron scattering presented 
in Figs. 2 and 3 in the case of the sample exhibiting the F 
phase. 

First of all, we shall derive an expression which can be 
used to analyze these data recalling that the spin correlation 
tensor is anisotropic in the F region. Therefore, the scatter- 
ing cross section includes contributions of the components 
of this tensor both longitudinal and perpendicular to the 
magnetization. In principle, as shown in Refs. 34 and 35, 
these contributions can be found separately in the experi- 
ments. We have drawn attention above to the fact that this 
would be very interesting to do particularly in connection 
with the problem of asperomagnetism mentioned above. 
Moreover, if such a separation is not carried out, then even in 
the simplest case when there is no asperomagnetism, the 
cross section is governed by the sum of the contributions of 
three terms [see Eqs. (7)  and (8)  1 .  This complicates greatly 
an ambiguous interpretation of the experimental data, since 
this would require additional assumptions about them 
which we shall discuss below. 

Allowing for the finite angular resolution, the expres- 
sion for the scattering intensity I (q )  used in the analysis of 
the data is as follows: 

,(PI=- J d p ~ ( p ,  x ) ~ ( p - p ) .  (19) 

Here, R (q - p) is the resolution function of the apparatus 
approximated by a Gaussian function and represented by the 
dashed curve in Fig. 4. The integrand K ( p , x )  is a sum of two 
terms: 

K ( p ,  r.) =A , l ( p Z + ~ 2 )  2 + A 2 / ( p Z + ~ Z )  =sf+ sZ.  (20) 

The first term in the above expression should describe the 
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contribution of the configuration correlations, in accor- 
dance with Eqs. (8),  ( 14), and ( 15), whereas the second 
corresponds to the thermodynamic correlations. 

We analyzed the experimental data presented in Figs. 2 
r 

and 3 using Eqs. ( 19) and (20) and this was done simulta- 
neously for all the scattering angles by the method of least 
squares. The results were then used to find three indepen- 
dent parameters A,, A,, and x for each temperature T. For 
our sample we plotted in Fig. 4 (continuous curve) the de- 
pendence of the intensity on q calculated from Eqs. ( 19) and 
(20) at T = 4.5 K. The temperature dependence of the in- 
tensity calculated using the parameters deduced by the least- 
squares method is represented by the continuous curve in 
Fig. 2. We can see from this figure that the calculated curve 
reflects all the features of the behavior of the scattering of 
neutrons characterized by q = 4 . 8 ~  b;-I, although it 
lies somewhat below the experimental points which is prob- 
ably due to the error in the subtraction of the background. 
We shall now consider the temperature dependences of the 
parameters x ,  A,, and A,. 

b) Temperature dependence of the correlation radius 

It is clear from Fig. 7 that the correlation radius 
R, = x-'  rises rapidly as a result of cooling in the P region. 
Unfortunately, the large error prevents us from drawing any 
definite conclusions on the nature of the rise and thus check- 
ing the theoretical predictions in this range. However, it 
should be pointed out that-in spite of the practically com- 
plete absence of the critical scattering maximum in Figs. 2 
and 3-the proposed analysis of the data allows us to identi- 
fy the phase transition region which coincides with the re- 
gion of a rapid fall of the polarization curve P( T) in Fig. 2. 

In fact, at T = T, the parameter x should vanish and 
this natyrally cannot be observed in real experiments. The 
precision of direct determination of the Curie temperature is 

x.' ti 

FIG. 7. Temperature dependence of x.  The arrow identifies T,. 

naturally then limited by the minimum angular resolution of 
our experiments. We found that the parameter 7t became less 
than the momentum resolution of the apparatus at T = 54 
K,'which agreed well with the value T, z 52 K found from 
the magnetic measurements. 

Then, in the temperature range from T = 54 K to z 30 
K the values of this parameter were found to be experimen- 
tally indistinguishable from zero. This naturally did not 
mean that x = 0 was true for the whole region of the F phase. 
Moreover, we know that the correlation radius R, should 
decrease and its reciprocal should rise away from T, also in 
the F state. However, there are grounds for assuming that 
throughout the investigated range of temperatures the corre- 
lation radius of our system should be anomalously large. In 
fact, in contrast to ordered magnetic materials, it follows 
from Eq. ( 14) that the value of x contains not only a tem- 
perature factor 7, but also an additional small factor { repre- 
senting proximity to the triple point in the phase diagram. 

Equation (14) is derived on the assumption that the 
values of the parameter 5 are not too small, i.e., that {)T. 

Otherwise the correlation radius R, = x-I of Eq. ( 14) 
should be determined by the separation between a given 
point in the phase diagram and the triple point. Its value 
should depend relatively weakly on temperature and it 
should be governed primarily by the relative concentration 

I X  - X, xo -  ' 1, where x, is the concentration correspond- 
ing to the triple point in the phase diagram of Fig. 1. How- 
ever, then the parameter x(T,x) should be small in this 
range of temperatures and the measure of smallness should 
be the ratio Ix - x,Ix,-I. 

At lower temperatures the phase boundary of the reen- 
trant SG state should begin to affect the results and the cor- 
relation radius should fall again, i.e., the value of x should 
rise. In the case of the investigated alloy the experimental 
resolution was insufficient to observe these effects in the fer- 
romagnetic phase. This was why a relatively rough approxi- 
mation allowed us to describe the experimental data, ob- 
tained throughout the full wide temperature range, by such a 
simple formula as Eq. (20), containing just three param- 
eters. Otherwise we would have to distinguish between the 
longitudinal and perpendicular correlations, i.e., we would 
have had to introduce at least one additional parameter [see 
Eqs. (14) and ( IS) ] .  

The nonmonotonic temperature dependence of the an- 
gular width of the scattering intensity curve for the F phase 
had been reported for similar systems in Ref. 4. True, the 
authors of Ref. 4 ignored completely the possibility of exis- 
tence of configuration correlations in the F state and they 
ignored both transverse thermodynamic fluctuations and 
the contribution of their interaction to the longitudinal cor- 
relation function [see Eq. (14) and the discussion in Sec. 
2b]. In other words, the results reported in Ref. 4 were ob- 
tained by an analysis of the data in accordance with the for- 
mula allowing only for the second term in Eq. (20). It 
should be pointed out that it was mentioned in Ref. 4 that at 
low temperatures such an analysis did not describe quite sat- 
isfactorily the experimental results. We also found that an 
attempt to analyze our data without allowance for the first 
time in Eq. (20) provided a much less accurate description 
of the experiments. 

Moreover, we made an unsuccessful attempt to describe 
the experimental data in a different way. For example, we 
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replaced Eq. (20) with a dependence of the type 
K(p,x) = A,(p2 + x2) - p ,  but this yielded the temperature 
dependences of the index p and other parameters that were 
difficult to interpret. In the F region under discussion, de- 
fined by the condition x = 0 in Fig. 7, the scattering intensity 
depended weakly on temperature with the exception of very 
small values of q (Fig. 2). Therefore, we checked the validity 
of Eq. (20) in this range by an analysis of the results using- 
instead of Eq. (20)-the formula 

in which we determined the parameters A,, A,, and f. It was 
found that we could quite accurately assume that f = 4, as 
expected in the case of validity of Eq. (20). 

Some qualitative effects predicted in Fig. 7 were similar 
to those reported in Ref. 4 in the case of the half-width of the 
angular distribution of the scattering intensity. In particu- 
lar, an increase in the half-width was reported in Ref. 4 for 
low temperatures, whereas in our experiments the param- 
eter x increased. This increase could naturally be explained 
by a reduction in the correlation radius away from the 
boundary TL representing the phase transition from the F 
state to the reentrant SS phase. 

It is worth noting that the phase transition temperature 
deduced from the condition x = 0 was almost twice as large 
as the value deduced from the magnetic measurements and it 
amounted to T i  ~ 3 0  K. The large difference between the 
phase transition temperatures obtained by different methods 
was also reported in Ref. 4. In general, it was not surprising, 
because the phase transition point corresponded to the ap- 
pearance of an infinitesimally small magnetization in zero 
external field throughout the sample, i.e., when q = 0. 
Therefore, determination of the transition temperature re- 
quired extrapolation of the experimental results, such as that 
carried out in Ref. 3. Moreover, the transition temperatures 
were frequently given a priori values corresponding to cer- 
tain particular singularities of the temperature dependences 
of the measured quantities. Traditionally in the neutron ex- 
periments it has been assumed that the phase transition tem- 
perature can be deduced from the position of the low-angle 
scattering peak, although it is well known that the position of 
this peak in the case of ordered magnetic materials depends 
on the transferred momentum (see Ref. 36 and discussions 
in Refs. 13 and 34). Similarly the positions of inflections in 
the temperature dependence of the magnetic susceptibility, 
identified with the phase transition temperatures (Fig. 2), 
depend on the intensity of the measuring magnetic field and 
its frequency. Therefore, the phase diagram of Fig. 1 is to 
some extent nominal and no particular significance should 
be attached to the observation that the position of the low- 
temperature peak of the low-angle scattering in Fig. 2 is out- 
side that region of Fig. 7 where x - 0 and TL # T,. 

However, several observations (see below) and particu- 
larly the excessively large difference between the values of 
T i  and T, make it necessary to consider other interpreta- 
tions of our low-temperature results. It is shown in the pre- 
ceding section that the transition to the mixed (or aspero- 
magnetic) phase gives rise to a nonequilibrium correction to 
the reciprocal of the correlation radius and this correction 
increases as a result of cooling. However, the magnetization 
does not vanish in the range T, < T <  T i ,  as would follow 

A rel. units 
"# 

FIG. 8. Temperature dependence ofA,.  The arrow identifies T ,  

from direct measurements.I4 The interpretation of TL = 30 
K as the phase transition temperature to a nonequilibrium 
ferromagnetic state is supported also by the temperature de- 
pendences of the parameters A ,  and A, in Eq. (20). 

c) Temperature dependences of the amplitudes A, and A, 

It is clear from Figs. 8 and 9 that in the F region, defined 
by the condition x = 0, the parameter A, is independent 
(within the limits of the experimental error) of temperature, 
in agreement with Eqs. (20) and ( 14). It changes somewhat 
in the direct vicinity of T,, which is not in conflict with Eqs. 
(9)  and ( 14). The numerator of the first term in Eq. (20), 
which is A,, also differs from zero for the F phase. In the 
temperature range T i  5 T 5  T, it is small and depends 
weakly on T. At low temperatures T 5  TL both A, and A, 
begin to rise and the rise ofA, is much faster than that ofA,. 

The temperature dependence of A, ( T )  is readily ex- 
plained if we assume that an asperomagnetic transition does 
indeed occur at T = T i .  In fact, as pointed out already, well 
inside the F phase region the correlation radius and, conse- 

A , ,  10"rel. units 

FIG. 9. Temperature dependence of A,.  The arrow identifies T,. 
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FIG. 11. Temperature dependences of s, /s2 for different transferred mo- 
menta: 1) q = 5.8X 1 0 - ' A ' ;  2) q = 1.6X 10W2 A ' .  

7, K 

FIG. 10. Temperature dependences of x"' and A i'2v for v = 0.65. 

quently, the magnetization M as well as the Edwards-An- 
derson parameter Qll should depend weakly on temperature 
for Ix - xolx; ' g 1. For the same reason that the parameter 
x is small in the range T; < T < T,, the quantities M and Qll 

should be small, i.e., the parameter A,  should also be small 
Below the transition temperature we can expect nonequilib- 
rium and almost isotropic (because of the smallness of M )  
spin fluctuations, so that Q l1 =: Q ' [see Eq. ( 17) 1. Further 
cooling increases the degree of nonequilibrium of the system 
so that the quantities Qil and Q1 increase and the parameter 
A ,  rises with them. 

d )  Scaling parametrization of the temperature dependences 
x(T)and A(T)  

If we assume that below the transition temperature T i  
the correlation radius depends on the relative temperature 
T = I T - T; I/Ti in accordance with a power law, we can 
analyze the data of Fig. 7 in accordance with the formula 

This gives the following values of the fitting parameters: 

The degree to which the power law (21) for the reciprocal 
correlation radius x is obeyed can be judged on the basis of 
the data plotted in the upper part of Fig. 10. In the lower half 
of this figure the data on A ,  are expressed in a form demon- 
strating the power-law dependence: 

Within the limits of the experimental error it is found 
that not only the transition temperatures T i  = 31 K de- 
duced from Eqs. (2 1 ) and (22) agree, but this is also true of 
the exponents Y ,  and Y,, i.e., we have Y ,  =: v2 =: Y.  It is inter- 
esting to note that this value agrees well with the exponent of 
the correlation radius Y =: 2/3 for the F-P transition in ordi- 
nary ordered magnetic materials. Moreover, the equality 
Y ,  v2 ensures an approximately the same scaling tempera- 
ture dependence of the configuration and thermodynamic 
correlations. The ratio of their contributions in the investi- 
gated range of temperatures and momenta can be judged on 
the basis of Fig. 11. Bearing in mind these circumstances we 
can say, with the degree of precision characteristic of our 
study, that the following relationship is obeyed: 

where y=:2~=:4/3 is the susceptibility power exponent. It 
should be noted that the value of the exponent y obtained in 
this way is close to that deduced from a scaling analysis of 
the magnetic measurements in Ref. 3 applied to similar sys- 
tems undergoing the same phase transition. This is not tri- 
vial, because the magnetic susceptibility (as mentioned 
above) is related directly only to the thermodynamic spin 
correlations and not to the configuration correlations. It is 
also clear from Fig. 11 that the role of the configuration 
correlations rises as a result of cooling. Moreover, their rela- 
tive contribution is greater in the case of small transferred 
momenta. 

Finally, we can make another very important observa- 
tion on the basis of Figs. 7-10. It is that the critical behavior 
of the investigated transition is observed in an unusually 
wide temperature range T =  15-30 K. This is due to the 
anomalously small value of the scaling parameter x0, which 
is explained by the proximity to the triple point of the phase 
diagram, i.e., by the factor which is responsible for the large 
value of the correlation radius throughout the F range. 

The authors are grateful to S. V. Maleev and G. M. 
Drabkin for valuable discussions and their interest, to G. A. 
Takzei, A. M. Kostyshin, and I. I. Sych for supplying the 
samples and the results of magnetic measurements, and to 
G. P. Gordeev, R. Z. Yagud, V. A. Ul'yanov, V. N. Slyusar', 
V. P. Grigor'ev, T. A. Zavarukhin, V. I. Volkov, E. B. Rod- 
zevich, I. N. Ivanov, V. V. Deriglazov, B. M. Kholkin, and 
E. M. Pavlenko for their help in this investigation. 

'H. Maletta and W. Felsch, Z. Phys. B 37, 55 (1980). 
'S. M. Shapiro, C. R. Fincher Jr., A. C. Palumbo, and R. D. Parks, Phys. 
Rev. B 24,6661 (1981). 

'Y. Yeshurun, M. B. Salamon, K. V. Rao, and H. S. Chen, Phys. Rev. B 
24, 1536 (1981). 

4G. Aeppli, S. M. Shapiro, R. J. Birgeneau, and H. S. Chen, Phys. Rev. B 
28, 5160 (1983). 
5D. Sherrington and S. Kirkpatrick, Phys. Rev. Lett. 35, 1792 (1975). 
'C. Y. Huang, J. Magn. Magn. Mater. 51, 1 (1985). 
'S. L. Ginzburg, in: Physics of the Condensed State (Proc. Sixth School 
at Leningrad Institute of Nuclear Physics) [in Russian], Leningrad 
(1982), p. 43. 

'A. P. Young, J .  Phys. C 14, L1085 (1981). 
". Rammal, G. Toulouse, and M. A. Virasoro, Rev. Mod. Phys. 58,765 
(1986). 

191 Sov. Phys. JETP 67 (1), January 1988 Runov et aL 191 



I0S. L. Ginzburg, Zh. Eksp. Teor. Fiz. 91,2171 ( 1986) [Sov. Phys. JETP 
64, 1291 (1986)l. 

I 'L. Lundgren, P. Svedlindh, P. Nordblad, and 0 .  Beckman, Phys. Rev. 
Lett. 51, 911 (1983). 

I2M. Gabay and G. Toulouse, Phys. Rev. Lett. 47,201 (1981 ). 
"V. V. Runov, S. L. Ginzburg, B. P. Toper erg et a1 , Preprint No. 1041 Y . .  [in Russian], Institute of Nuclear Physics, Len~ngrad ( 1985). 
I4G. A. Takzei, I. I. Sych, A. M. Kostyshin, and V. A. Rafalovskii, Metal- 

lofizika (Kiev) 5, 113 (1983). 
ISS. L. Ginzburg, Zh. Eksp. Teor. Fiz. 90, 754 ( 1986) [Sov. Phys. JETP 

63,439 (1986)l. 
'OW. Kinzel and K. H. Fischer, Solid State Commun. 23, 687 (1977). 
"G. Aeppli, S. M. Shapiro, R. J. Birgeneau, and H. S. Chen, Phys. Rev. B 

29,2589 ( 1984). 
"B. P. Toperverg, in: Physics of the Condensed State (Proc. Fourteenth 

School at the Leningrad Institute of Nuclear Physics) [in Russian], 
Leningrad (1982), p. 95; Preprint No. 966 [in Russian], Institute of 
Nuclear Physics, Leningrad ( 1984). 

''A. I. Okorokov, V. V. Runov, B. P. Toperverg, A. D. Tret'yakov, E. I. 
Mal'tsev, I. M. Puzei, and V. E. Mikhailova, Pis'ma Zh. Eksp. Teor. Fiz. 
43,390 (1986) [JETP Lett. 43, 503 (1986)l. 

2"V. G. Vaks, A. I. Larkin, and S. A. Pikin, Zh. Eksp. Teor. Fiz. 53, 281 
(1967) [Sov. Phys. JETP 26, 188 (196811. 

"S. V. Maleev, Preprint No. 1038 [in Russian], Institute of Nuclear 
Physics, Leningrad ( 1985). 

"K. H. Fischer, Phys. Status Solidi B 116, 357 (1983). 

23S. L. Ginzburg, Zh. Eksp. Teor. Fiz. 84, 388 (1983) [Sov. Phys. JETP 
57,225 (1983)l. 

24S. L. Ginzburg, Zh. Eksp. Teor. Fiz. 81, 1389 (1981) [Sov. Phys. JETP 
54,737 (1981)l. 

"S. L. Ginzburg, Zh. Eksp. Teor. Fiz. 80,244 ( 1981 ) [Sov. Phys. JETP 
53, 124 (1981)l. 

'"H. S. Kogon and D. J. Wallace, J. Phys. A 14, L527 (1981). 
"D. Mukamel and E. Pytte, Phys. Rev. B 25,4779 (1982). 
2XR. J. Bireeneau. R. A. Cowlev, G. Shirane, and H. Yoshizawa, J. Stat. - .  

Phys. 34;817 (1984). 
29R. A. Pelcovits and A. Aharonv. Phvs. Rev. B 31. 350 ( 1985). 
'"V. E. Mikhanova, L. A. ~ksel'rod, G. P. ~ o r d e e v  et ai.,  reprint No. 

696 [in Russian], Institute of Nuclear Physics, Leningrad ( 198 1).  
"A. I. Okorokov, V. V. Runov, A. G. Gukasov, and G. M. Drabkin, Izv. 

Akad. Nauk SSSR Ser. Fiz. 42, 1770 (1978). 
"S. V. Maleev and V. A. Ruban, Zh. Eksp. Teor. Fiz. 62, 416 (1972) 

[Sov. Phys. JETP 35,222 (1972)l. 
"S. Nagata, P. H. Keesom, and H. R. Harrison, Phys. Rev. B 19, 1633 

(1979). 
34S. V. Maleev (Malevevl and B. P. To~ervera. Solid State Commun. 45. . . .  -. 

1017 (1983). 
'"B. P. To~ervern. Pre~r in t  No. 966 Fin Russianl. Institute of Nuclear . . 

Physics, 'Leningad (i984).  
'OR. Anders and K. Stierstadt, Solid State Commun. 39, 185 (1981). 

Translated by A. Tybulewicz 

192 Sov. Phys. JETP 67 (I), January 1988 Runov etal. 192 


