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We develop a consistent theory for the nonlinear frequency shift of monochromatic whistler waves, which 
is caused by their resonance interaction with the particles in a collisionless uniform plasma. Equations (4.5) 
to (4.7) give the main results. 

PACS numbers: 52.35.Gq 

1. INTRODUCTION 

The intensive experimental study of monochromatic 
whistler signals in the magnetosphere (see, e. g., [1-41) 
has led to the discovery of a number of peculiar phe
nomena which are apparently manifestations of non
linear effects. Several of these effects are at the pres
ent time completely accessible also for a study under 
laboratory conditions. 

At not too large amplitudes the main nonlinear mech
anism is the resonance wave-particle interaction. 
Amongst the effects of this interaction which have so far 
not yet been studied is the nonlinear frequency shift of 
whistler waves caused by it; the present paper is de
voted to a study of this effect. In addition to being of 
interest because of the principles involved, this prob
lem is also important for an understanding of the self
modulation and the self-focusing of whistler waves, 
effects determined by the nonlinear dependence of the 
frequency on the amplitude (these problems go beyond 
the scope of the present paper). 

It is well known that whistlers and electrostatic Lang
muir waves have much in common as far as the reso
nance interaction with particles is concerned. In par
ticular, one can similarly introduce for whistlers, the 
concept of trapped and untrapped particles, the non
linear period of the oscillations of the resonance par
ticles for whistlers being proportional to the square 
root of the amplitude, just as for Langmuir waves (for 
a rather extensive literature about this problem, see, 
e. g., the review[51). However, this analogy is true 
only up to terms of first order in the parameter vR/k~T, 
where vR = (w - we)/k is the resonance velOCity, i. e., 
the velocity of the electrons that are in exact resonance with 
the whistler wave, Vol is the transverse electron velocity, 
k the wavenumber, we the electron gyro-frequency, and 
T the nonlinear time of the oscillations of the resonance 
particles. On the other hand, in order to obtain the 
frequency shift caused by the resonance interaction be
tween the wave and the particles, it is necessary to 
take terms of second order in the parameter V R/k~T 
into account in the expansion of the distribution function, 
and in that approximation the analogy between whistlers 
and Langmuir waves is no longer true. Because of this 
it is impossible to simply transfer the results of the 
calculation of the frequency shift, obtained in[ 6,71 for 
Langmuir waves (as was done, e. g., in[Sl) to the whis-
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tler case. It is necessary to start from more exact 
equations of motion for the resonance particles in the 
field of the whistler wave, retaining higher-order terms 
in vR/kv~T. Moreover, it is important that in Refs. 6 
and 7 a problem with initial conditions was considered. 
However, to obtain results which might be compared 
with experiments, it is often necessary to consider an
other statement of the problem which takes into account 
the form of the leading wave front (for whistlers this 
problem may differ from the problem with initial con
ditions not only in the kinematics, but also qualitatively 
by another form of the distribution function). 

The present paper is devoted to evaluating the non
linear frequency shift 6w of whistlers, taking into ac
count the above-mentioned peculiarities of these waves. 

2. BASIC EQUATIONS 

We write the equation for the electric field of a whis
tler propagating along the magnetic field (z-axis) in the 
form 

~"=A(z. t)cOS[kZ-Cllt+<p(Z. t) l. 

~y=-A(z. t) sin [kZ-Cllt+<jl (z. t)l. 
(2.1) 

where <p(z, t) is the correction to the phase caused by 
the nonlinear interaction of the resonance electrons 
with the wave, while k is connected with w by the dis
persion equation 

k'C'jCll'=N'(Cll, It=O) =Cllp'jCll(Cll,-Cll). (2.2) 

We assume here that A(z, t) is a slowly varying function, 
a<p/at« w, a<p/az« k. Using these conditions we can 
write the equations determining the evolution of the wave 
in the form[ 91 

(2.3) 

( {) {) ) , () ( ()<jl) -+v,- u+v, - U- =2yU, 
at az {)z ()z 

(2.4) 

where U is the energy density of the wave: 

(2.5) 

V, is the group velocity, v;= av,/ak, while'Y and 6w are 
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the nonlinear growth rate and the correction to the fre
quency which are determined by the expressions 

V,fJ> J 6ro=-2I1e kc'A dv V.l.(lij-6/L) cos 2s, 

V,fJ> J . 'I'=2I1e-- dvv.l.6fsm2~. 
kc'A 

(2.6) 

(2.7) 

Here 5f = f - fo is the correction to the unperturbed elec
tron distribution function due to the wave-particle in
teraction, while 5fL is the corresponding correction in 
the linear approximation. The quantity ~ is defined by 
the expression 

2S=kz-rot+ql(Z, t)+.p+I1/2. (2.8) 

where l/J is the phase of the electron velocity rotation: 

V,=V.l. cos .p, v,=v.l. sin .p. 

The calculation of 5f reduces to solving the equations 
of motion for the resonance electrons; we turn to that 
now. We shall then consider not too strong waves which 
are such that we can when solving the equations of mo
tion neglect in first approximation the quantity rp(z, t) 
in the Eqs. (2.1) for the wave field and in (2.8), i. e., 
we can neglect the nonlinear correction to the phase, 
evaluating it only in the next approximation. The con
dition for such an approximation will be given at the 
end of Sec. 4 after the evaluation of 5w. 

We denote by U the deviation of the z-component of the 
velocity from its resonance value: 

U=V,-VB, v.=(ro-ro,)/k, (2.9) 

and we consider first the case when the wave amplitude 
is constant. In a reference frame that moves with the 
phase velocity w/k of the wave, the longitudinal velOCity 
component is then equal to v. - w/k = U - wc/k. In this 
frame the electric field of the wave vanishes and, hence, 
the kinetic energy of the particle 

is conserved. Therefore, U and v.l. change in such a 
way that the quantity 

(u-ro.l k) '+V.l. '=2T 1m (2.10) 

is an integral of motion. As to the equations for u and 
the phase, we can write them in the Hamiltonian form 
studied in[10J: 

(2.11) 

(2.12) 

where h is the amplitude of the magnetic field of the 
wave divided by the external magnetic field: 

h=HJB •• (2. 13) 
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The quantity de is another integral of motion which 
determines the motion of particles in the field of a 
monochromatic wave and an external magnetic field. 
For resonance particles which determine the effects 
considered here u«vR-wc/k and u«v.l.T (V.l.T is the 
transverse electron thermal velocity). The term con
taining the radical in (2. 12) can thus be expanded in 
powers of u. Restricting ourselves to the first two 
terms we have 

de = ku' __ ~ ro hW + sin's _ u ro, cos 2S 
4 2' k,' 2k','W' ' 

where 

W' 2T ( roc )' '2 roc + ' =-;;;-- k =V.l. - uk u =const, .= (hro,kW) -'I •. 

(2.14) 

(2.15) 

(2.16) 

If we neglect the last term in (2.14), that expression 
takes the form of the Hamiltonian of the mathematical 
pendulum in a gravitational field or the Hamiltonian of 
a particle moving in the field of an electrostatic Lang
muir wave. It is just in this lowest approximation that 
the above mentioned analogy between whistlers and 
Langmuir wave holds. The quantity T-1 then deter
mines the angular frequency of the velocity oscillations 
for trapped and untrapped particles. The characteristic 
width of the resonance region is equal in velocity space 
to (for a particle with a fixed value of W) 

(2.17) 

We can thus assume that u~ l/kT. The ratio of the 
fourth term in (2.14) to any of the first three terms is 
then of the ord~r of magnitude of 

b=_ro_c _(VB)'_1 
2k'W'. V.l. ro •• ' 

(2.18) 

which we shall assume to be a small parameter: b« 1. 
The "mathematical pendulum approximation" is ob
tained if we neglect in the dimensionless Hamiltonian 
kr2(M terms a: b. 

Taking terms up to and including the first order in b 
into account we can write instead of (2. 14) 

k ( 2b )' sin' e 1 3'fJ=- u--cos2!; +----
4 h k-r:' 2h' 

(2.19) 

(this quantity differs from (2.14) by terms a: b2). The 
first of the equations of motion (2.11) can then be writ
ten in the form 

d!; =..!... (1-x'sin's)''', 
dt .x 

(2.20) 

where we introduced instead of de the dimensionless 
quantity K: 

(2.21) 

which does not change when an electron moves in the 
wave field (2.1) with a constant amplitude. It follows 

V. I. Karpman and B. V. Lundin 667 



from (2.19) and (2.21) that 

U= _2_ [(I-x' sin' ~)'''+bxcos2~1. 
k'tx 

(2.22) 

It is clear from (2. 20) that for trapped 'particles I Jot I > 1 
and 

-arc sin II/x I";;~";;arc sin II/x I, (2.23) 

while for untrapped particles ~ can be arbitrary and 
I Jot I < 1. The line I Jot I = 1 corresponds to the phase plane 
separatrix which separates the trapped and the un
trapped particle regions. 

Integrating (2.20) with the condition ~ = ~o (t= 0), T 

= const, we get 

F(~, x)-F(~o, x)=ti'tx, (2.24) 

where F(~,Jot) is an incomplete elliptical integral of the 
first kind with modulus Jot. The relations (2.22) and 
(2.24) give the solution of the equation of motion for T 

= const both for the untrapped and for the trapped par
ticles in the approximation studied here. 

Using (2.24) and (2.22) we express the initial values 
~o, Uo in terms of ~,Jot, and t: 

60=am(F(s, x)-ti'tx, x), (2.25) 

k'tuo 1 ( t) 0 ( t) --=-dn F(6,X)--,'X -2bsn" F(s,x)--,x +b. 
2 x H H 

(2.26) 

We need also in what follows the time-averages 
uoa, Jot, t) and ~(~, Jot, t), which can be evaluated using 
(2.26): 

{

b[ 2E(I/X)-K(1/X)] I 1::..1 
K(1/x) , x ~ 

k-r:uo 

2 n [X'K(X)+2(E(X)-K(X»] 
---+b , 
2xK(x) x'K(x) 

(2.27) 

Ixl<1 

(the Sign of Jot is the same as that of dVdt), and 

I
gWX)-K(I/X) (1. -x-') , 

- K(1/x) 
k'lTZUo2 

--= 
4 
~ Ixl<1 
x'K(x) 

Ixl;;'1 

(2.28) 

These expressions differ from those obtained in[11l for 
electrostatic waves by terms of the order b. 

3. DISTRIBUTION FUNCTION 

We start from the general kinetic equation 

a/ aj e at _.+ v--- {cE+v X (H+ Bo)} -=0, at aR me av 

where the distribution function 1 is assumed to depend 
on t, Z, v., vJ.' and 1/1. If we change to new independent 
variables 

t. z=vgt-Z, 2s=kZ-oot+'I'+¢+nI2, 
(3.1) 

U=u.- (~)-oo,) Ik, W'=U.L '-2uooJ k+u', 
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the kinetic equation for the resonance particles takes, 
with the degree of accuracy which we have adopted, 
the form (cf. [12.131) 

a/ af (kU b ) af sin2s af --+(vo-u) -+ ---cos2s ---- (1+2b-r:ku) -=0 at az 2 -r: as kr:' au' 
(3.2) 

where all derivatives are taken for constant W, 

VO=V,-VR=V.( 1+0001200); 

Vo is the resonance velocity in the frame of reference 
moving with the group velocity of the wave. (The z-
axis is now in our case directed antiparallel to the wave
vector, 1. e., along the direction of motion of the reso
nance particles. ) 

We consider the solution of the kinetic Eq. (3.2) for 
two cases. 

A. The field has the form of an infinite plane wave 
(2.1) and is switched on instantaneously at t= O. In that 
case T=const for t>O and we can assume that the dis
tribution function is independent of z so that the equa
tions for the characteristics corresponding to Eq. (3.2) 
have the form (2.11) and (2.14), while their solutions 
have the form (2.24) and (2.22). At t= 0 we mayas
sume the distribution function to be the same as the un
perturbed one. We assume that the latter depends sole
lyon v .. and vt 1. e., 10 = lo(v", ~). We express it in 
terms of the variables u and W: 

f(u. W)=/O(VR+U, W'+2uooolk-u') (3.3) 

and we expand in powers of l/kT up to and including 
second-order terms 

f(u, W)=/O(VR, W)+j'u+1M"u', (3.4) 

where 

, (a 200, a ) I f = -+---, to , 
dv: k 8v.L 'Elz-"R,,,.z.l.-Wi 

(3.5) 

(3.6) 

According to Liouville's theorem we get the distribu
tion function from (3.4) by replacing u by uo=u(~,Jot, t) 
where the latter function is determined by Eq. (2.26). 
Hence, the change of the distribution function in the 
resonance region, caused by the action of the field of 
the wave, has the form 

II/(~, x, t)=f'[uo(6, x, t)-ul+1/2f'[uo'(~, x, t)-u'l. (3.7) 

We assume here that u is expressed in terms of ~ and Jot 
through Eq. (2.22). The change in the distribution 
function can, in the linear approximation in the reso
nance region, be written in the form 

=_1_ (f'+/"u) [cos2(s-'I,kut)-cos2s1 v.L 
1If< k'-r:' u W' 

(3.8) 

where 
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z 

FIG. 1. Packet with a smooth leading front. hm is the maxi
mum magnetic field amplitude (divided by the external magnetic 
field). The arrow indicates the direction in which the resonance 
particles move; the packet moves in the opposite direction. 

It is clear from (2.26) that expression (3. 7) is a rapidly 
oscillating function of x (for t> T) with a frequency 
which increases with t. The main contribution to the 
asymptotic value of 6w at large t (see (2.6)) will there
fore come only from the average distribution function 

fJ[=!'(UO-U)+I/d"(UO'-U'). (3.9) 

where it;; and ~ are given by (2.27) and (2.28) while 
u(~, x) is given by Eq. (2. 22). 

B. We now consider a second statement of the prob
lem, which often corresponds to more realistic condi
tions (e. g., for magnetospheric experiments). We as
sume that the wave is a sufficiently long wavepacket 
(Fig. 1) with a smooth leading front with dimensions 
which are considerably larger than the nonlinear length 
IN=VOT. The resonance particles then move from the 
unperturbed region (z = - 00), where the distribution 
function has the form (3.3), in the direction of the in
creasing field which we shall assume to depend merely 
on z (neglecting the change with time in the shape of the 
packet). The quantity x is then no longer conserved, 
but we can find the distribution function using the con
servation of the adiabatic invariants, as was done in [12] • 

To find the latter in the case considered we write down 
the equations of the characteristics for Eq. (3.2), as
suming that T = T(Z) and af/at= 0, in Hamiltonian form: 

dpldz=-i)~/i)~. d~/dz=i)~/i)p. 
p=u-u'/2v •• 

where 

'YP= ku'(p) +~ __ u.::.(p.:...)b....;(c...:z)_ 
<7f!J cos 2s. 

4vo kVo't'(z) vo't(z) 

(3.10) 
(3.11) 

(3.12) 

while u(P) is the function which is the inverse of (3.11). 
If we define 

(3,13) 

the function u(~, x) is the same as (2.22). We can write 
the adiabatic invariant in the form 

(3.14) 

where the integration is over the complete range over 
which ~ varies, corresponding to the period of the os
cillations, i. e., for untrapped particles (Ix I .;; 1) - 11/2 
.;; ~.;; 11/2, while for trapped particles (Ixl > 1) ~ varies 
in the range - arcsin 11/x I < ~ < arcsin 11/x I and in the 
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opposite direction. As a result we obtain the equations 
for the conservation of the adiabatic invariants in the 
form 

~(x,z) 
---=const 

't(z) 
'I'(x) 

(lxl';;l), -( -=const 
't z) 

(lxl~1), 

where, with the accuracy which we are using, 

E(x) n (1 1) 
~(x,z)=------ ---

X 2kvo't(z) x' 2.' 

'I'(x) =E(1/x)-K(1/x) (1-x-'). 

(3. 15) 

(3.16) 

(3. 17) 

Expression (3. ~6) contains an additional term OCl/kvoT 
as compared WIth the analogous quantity found in[12] 
(this is caused by the term cx: u?- in (3.14)). For the ef
fects which interest us here this term is important. We 
note that taking into account terms cx: b in the basic 
equations did not lead to a difference between Eq. (3.16) 
and the corresponding expression obtained (by a differ
ent method) in[13] without taking terms cx: b into account. 
Expression (3.17) is the same as the one obtained in[14] 
where terms oc b were also neglected. 

We now find the distribution function. As in[12] it will 
be convenient for us to assume that the amplitude in
creases smoothly, starting not from zero but from a 
rather small value Ao where the amplitude Ao is 
"switched on" instantaneously at z = O. Moreover, at 
distances of the order of several times voTo (To = T(O)) 
an ergodic distribution function is established (seem]) 
of the kind (3. 9). As after that the amplitude changes 
slowly at distances much longer than VoT, we mayas
sume that the distribution function at z = 0 has the form 

f(x" 0) =/0 (vR , W)+f'_2_+~t"(_2_)' 
kxo'to 2 kxo'to 

(3.18) 

(for Ixl «1). After this the discussion goes as in[12]. 
For untrapped particles the quantity x changes from 
Ixl «1 to x= x(z). In that case 

It (x, z) n [ 1 1] 
--:;(Z)=T xo'to- kvoxo''to' . (3.19) 

Determining i!o from this and substituting it into (3.18) 
we get the distribution function for the untrapped par
ticles in the form 

, 2 [ 2E(x) 1 (1 1 4E'(x) )] ! .. (x,z)=/O(VR, W)+/ - ----- -------
k't nx kvo't x' 2 nIx' 

+-...!." (..3..)' 4E'(x). 
2 k't n'x' 

(3.20) 

If the particle is "trapped" by the wave at some z x at 
the point z is determined from the relations b 

'I'(x)h(z) =1i't,. 

2 Xo 1 1 i 
nTI ~-2kvo't,2 = xo'to kVoxo2't/' 

(3.21) 

where T 1 = T(Z 1). Eliminating T 1 from this we get 

(3.22) 

During the motion of the particle the phase volume 
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FIG. 2. Integration region for the integrals in (4.2). The 
equation of the curve C is: ~ = arcsin(l/x). 

dQ=ldxl J 18p(t x)/dxld~, 

must be conserved; the integral is here over the com
plete range over which ~ varies, corresponding to the 
period of the oscillations. One checks easily that for 
untrapped particles dOut = 41 dUo I /kT, while for trapped 
particles dOt = 81 dv I /k,'. dOut and dOt can then be ex
pressed in terms of the initial value Xo as follows: 

dQ ,=' 2n Idxol [1 ___ 2_] 
U k ToX/ kvo"Coxo' 

dQ,=~ ~ Idv±I=~[ Idxo+1 +Idxo-I]. 
h: '-" k-ro (xo+)' (xo-)' 

(3.23) 

of-

We used in the last formula the fact that trapped par
ticles with a given x can, according to (3.22), have ini
tial values Xo of both signs (~> 0, Xo < 0). It is imme
diately clear from (3.23) that (cf. [15]) 

dQ,=dQ.,++dQ.,-. (3.24) 

If we now use the particle-number conservation law, 

1,(x. z)dQ,=I,~, dQ:, +10-.' dQ;;', (3.25) 

wheref~t are the initial distribution functions for x~, 
and Eqs. (3.22) to (3.25), we get for the trapped par
ticle distribution function up to and including terms of 
second order of l/wT 

,2v'(x) (4 3) 1 ,,[4v(x)]' 
!,(x, Z) =!o (vR , W)+! -k' , ,--:) +-:)1 -k-' - . 

Vo't" 1t -' ... 1[ T 

(3.26) 
Expressions (3.20) and (3.26) give the complete repre
sentation of the distribution function of the wavepacket 
in the region wherel> Bh(z)/Bz ~ O. 

4. NONLINEAR FREQUENCY SHIFT 

We shall be interested solely in the asymptotic value 
of the nonlinear frequency shift when the distribution 
function is ergodic. We can then write Eq. (2 6) in the 
form 

(4.1) 

_ ~ Sd ds cos 26 [, +" (a _ ~ + ~)] 
',- n x x'(1-x'sin's)'" fa, f , ,,' 2 ' . (4.2) 

, =~SdX d;cos2; j'[~_J...+ Sin'~] 
, n x'(l-x'sin's)'I. 4 x' 2 . 

s 
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where the region of integration S is shown in Fig. 2, 
and n is the plasma density. For the case where the 
field is switched on instantaneously at t= 0 the coeffi
cients in the first of Eqs. (4.2) equal to following quan
tities: 

k'r;' k'r;'-
a'=-2-uo(r;) 1.-0, a'=Tuo', (4.3) 

where ita' and i1a are given by Eqs. (2.27) and (2.28). 
However, in the case of a field in the form of a packet 
with a smooth profile in the region Bh(z)/az ~ 0, the co
efficients a1 and a2 are determined by the following ex
pressions: 

1 {4E'(X)/n'X'+'/,-1/X" Ixl<1 
a, =;,- v'(x) (4/n'-'I,) , Ixl;;;'1 

a,={4E'(x)/n'x" Ixl<1 
(4.4) 

4v'(x)/n'. Ixl;;;'1 . 

After straightforward but cumbersome, calculations one 
can show that the contribution to J2 from untrapped par
ticles (Ix 1< 1) is exactly compensated by the contribu
tion from the trapped particles (Ix I ~ 1), so that J2 = O. 

After integration over ~ and x in Eqs. (4.2) we get 
the following expressions for liw for the two different 
ways to state the problem, which are considered above. 

A. When the field is switched on at the initial time 
ins tan taneously 

/l 8 00; I ~J W'dW (' 00" ) 
00=- --v. --- f +--f 

k'c' n 0 r;(W) kW" 
(4.5) 

where the quantity I is equal to the integral evaluated 
in[S]: 

1 = S' dx{-=-(2E-K) + [x'K+2(E-K) ]'} = 1.63. 
,K ' x'K 

In contrast to the liw for Langmuir waves, found in[S], 
Eq. (4.5) contains not only second, but also first de
rivatives of the initial distribution function and they ap
preciably affect the sign of liw. 

B. In the case of a smoothly increasing whistler 
packet we get in the region up to its maximum 

~ 

00; 1 SW'dW [_" ii, ,] /loo=-16-v.- --- ad +-f , 
k'c' n T(W) VO , 

where 

( 3n') ii,=I,+I, 1-8 , ii,=I,+I,+O.1, 

'dx (4E' 1 1) 
I, = S ""7 [x'K +2 (E-K)] n'x' - -;;- + '2 ' 

!. ' 
I, = :' S dxx(2E-K)[E-(1-x')K]'. 

o 

(4.6) 

Evaluating 11•2 we get a; = O. 018, a2 = 0.107. As a sim
ple, but important example we consider liw for an aniso
tropic plasma with a bi-Maxwellian distribution func-
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T,,/T.t 
b a 

o o.s o u.s , 
w/wc 

FIG. 3. The regions where Ow is positive (+) and negative (-) 
for g=w~W2/w~C2=O.2; a-in the case where the field is switched 
on instantaneously, b-for a packet with a smoothly increasing 
amplitude. 

tion (1. e., with different temperatures along and at 
right angles to the magnetic field: T,I' TJ.). Formulae 
(4. 5) and (4.6) then give 

600=- 1L~(W) P(r), (4.7) 

where 'YL is the growth rate of a whistler wave in the 
linear approximation (see, e. g., (161), b(W) is the 
parameter (2. 18) where we substitute for W the thermal 
transverse velocity W= (2 TJ./m)1/2, r = 1- T,/TJ. - w/we, 

while P(r) has the form 

p(r)=2.4[ 5TJ. p+r+ (TII-T.L)~], 
2TII 4T.L (00,-00) 

for the case of an instantaneously switched on field 
while 

(4.8) 

P(r)=O.63 [ 5TJ. r '+O.21 oooo,'g r+ 5(TII -TJ.)oog ] (4.9) 
2TII (200+00,) (00,-00)' 4T.L(oo,-oo) 

for a smooth increase in the field. 

It is well known that 'YL and r always have the same 
sign, 1. e., when r > 0 the plasma is unstable, and when 
r< 0 it is stable. Therefore, we have always 'Y L/r > 0 
and the sign of liw is the opposite of that of P(r). By 
way of illustration, Fig. 3 depicts the regions in the 
(Tu/T..., w) plane where Ow is positive or negative for 
TuiTJ. < 1 (as often occurs in a magnetospheric plasma). 

When applying these results to a magnetospheric 
plasma we must, however, bear in mind that they are 
only applicable to that part of the equatorial region of 
the magnetosphere where the plasma is sufficiently uni-
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form. The effects of the nonuniformity may lead to an 
appreciable modification of the nonlinear resonance in
teraction between the wave and the particles and, in 
particular, to a different way in which the frequency 
shift depends on the amplitude. (For details about this 
see(71 ). 

We finally consider the condition for the validity of 
neglecting the term cp(z, t) in Eq. (2.8) when evaluating 
the distribution function. One checks easily that if we 
do not neglect this term there occur in the right-hand 
side of (2.22) extra terms of the order of 8w/k8t 

<:r.liw/k. Neglecting the phase in (2.8) is thus valid when 
b/T» liw. This is always satisfied in our case, as we 
everywhere assume that 'Y LT « 1. 

In conclusion we express our gratitude to Ya. N. 
Istomin and D. R. Shklyar for useful discussions. 

1)In the region where 8h(z)/8z < 0, there is the inverse change 
in the distribution function, caused by the particles leaving 
the capture region. The influence of this effect on the dis
tribution function (neglecting terms a: b) was studied in de-
tail in!121. One can easily take terms a: b into account, follow
ing the method given in!12J. 
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