
------------------

Theory of nonlinear oscillations of an isolated cylindrical 
magnetic domain 

Yu. P. Mukhortov 

All-Union Scientific Research Institute for Physicotechnical and Radiotechnical Measurements 
(Submitted May 20, 1975) 
Zh. Eksp. Teor. Fiz. 69, 1782-1794 (November 1975) 

A study is made of nonlinear radial oscillations of an isolated magnetic cylindrical domain. The 
macroscopic Lagrangian of the system is found, and from it the nonlinear equation of motion is derived. 
The equation is investigated in the simplest case, in which all dissipative processes can be neglected. Three 
types of nolinearity are introduced: kinetic, potential, and mixed. In kinetic nonlinearity, an increase of the 
period of the oscillations occurs with increase of the energy of excitation. The maximum value of the 
period is 18% larger than the period of harmonic oscillations. In potential nonlinearity, the period 
increases without limit when the excitation energy approaches a certain limiting value. In mixed 
nonlinearity, the period decreases with increase of energy. The increase of the period does not exceed 10%. 
In all cases a limiting energy is found, which determines the characteristic energy scale and is an important 
parameter of the nonlinear theory. It is noted that in nonlinear oscillations of a cylindrical magnetic 
domain, the mean radius of the domain decreases. 

PACS numbers: 75.60.-d 

A cylindrical magnetic domain (CMD) is a closed 
region with reversed magnetization in a ferromagnetic 
film or plate with an axis of easy magnetization perpen­
dicular to the surface, and subject to an external mag­
netic field that is also perpendicular to the surface of 
the film. In the plane of the film the ferromagnetic 
medium is homogeneous and isotropic. As was shown 
by Thiele(1,2], a motionless isolated cylindrical domain 
has a circular cross section; the domain radius is de­
termined by the condition for a minimum of the energy. 

Allowance for the inertia of a domain boundary in 
motion leads to the possibility of realizing harmonic 
oscillators. The problem of harmonic radial oscilla­
tions was first considered by Henry[3]. Later these 
oscillations were studied in considerable detail[4,5]. An 
attempt was made in[4] to construct a nonlinear theory 
of oscillations; a study of radial oscillations in a super­
lattice formed by CMD was made in[5]. In the latter 
case, oscillations of the domain boundaries are the ana­
log of the optical branches of an ordinary crystal lat­
tice[6]. In[7], a theory was developed for a more com­
plicated type of OSCillations, connected with departure 
of the domain shape from circularity. 

Although the problem of nonlinear oscillations was 
also posed in[4], it remained virtually unsolved. Further­
more, the basic equation presented there does not agree 
with those derived below from first principles. 

The aim of the present paper is to give a systematic 
deri vation of the nontrivial part of the nonlinear equa­
tion of motion and to investigate it in cases in which it 
yields to analysis. 

1. NONLINEAR EQUATION OF DYNAMICS 

From the beginning we limit ourselves to the case of 
radial OSCillations, leaving aside the possibility of exci­
tation of a more complicated type of oscillations con­
nected with change not only of the radius but also of the 
shape of the domain[71. 

The starting point for the derivation of the equation 
will be the Hamiltonian function of the system o Then we 
shall obtain the Lagrangian function, from which follows 
the nonlinear equation that describes the dynamics of the 
radial oscillations of the CMD. The Lagrangian formal-
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ism enables us comparatively simply to allow for dis­
sipative processes in the system, by introduction of a 
phenomenological Rayleigh function. 

The role of Hamiltonian function is played by the 
total energy of a medium with an isolated CMD, 

(1 ) 

which contains three terms; EW, the energy of the 
domain wall; EH, the energy of interaction of the mag­
netization with the external constant magnetic field; 
and EM, the magnetostatic energy of interaction be­
tween the magnetization of the domain and the magneti­
zation of the ferromagnetic medium surrounding it. 

In a state of rest of the domain boundary, the equa­
tion aYf/ar = 0 determines the equilibrium domain 
radius roo A detailed analysis of the equilibrium con­
figuration was carried out in [1,2]. 

If the domain boundary moves, its energy EW in­
creases and becomes dependent on the velocity. At 
small velocities, the addition to the energy is propor­
tional to the square of the velocity and can be treated 
as kinetic energy[3,B,91. At high velocities, this approxi­
mation ceases to be valid. For the energy of a moving 
domain boundary, Enz[ 10J gives an expression identical 
in structure with the expression for the energy of a 
relativistic particle. Schfomann[11] obtained a more 
general expression, a result of which we shall also use. 
According to[11], the wall moves with the phase velocity 
of a spin wave that has an imaginary wave vector. Then 
the dispersion equation for spin waves determines the 
dependence of the energy density @: of the domain 
boundary on its velocity of motion; 

@:~@:,a (u), 

v' 1+0 , 
--~ - -- + 2+0-a . 
1'H,D a' 

Equation (3) is valid in a sufficiently weak magnetic 
field H, when H« Ha or H« Dv2, where v is the 
velocity of motion of the domain boundary, y is the 

(2 ) 

(3) 

gyro magnetic ratiO, D is the exchange constant, Ha is 
the anisotropy field, a = 41TM/Ha , M is the saturation 
magnetization, and @:o = 2M(HaD)1/2 is the energy density 
of the wall at rest!). According to[3], for the individual 
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terms in the expression (1) the following relations are 
valid: 

E,,= 8nM'd3{1-~[~K(m)_(1_~)E(m)]} (4) 
. 3 m d' d' ' 

Ea='/,nd'hMH, (5) 

Ew=n(£hd, 

where h is the thickness of the ferromagnetic film, 
d = 2r is the domain diameter, K and E are elliptic in­
tegrals of the first and second kinds, and m = (1 
+ h2/d2 t 1. Solution of equation (3) closes the system: 

{ 1 [ v' (( v' )' v' ) 'J, ] }'i' a(v)= 1+ 2 0--;:;- o-~ -4-;:; , (7 ) 

where c = y(HaD)l/2. Analysis of equation (7) shows 
that the domain wall velocity cannot exceed its limiting 
value vm=c[(1 +0-)11 2 _1]. For v=vm,theenergy 
density of the domain wall reaches its highest value 
(£ max = (£ 0 (1 + 0- )114 [11). For 0-» 1, (7) yields Enz's[lO) 
result 

(8) 

For materials in which CMD are observed, the contrary 
condition 0- < 1 is realized. For 0- « 1, one obtains 
from (7) the approximate formula, which we shall use 
hereafter, 

a(v)=i+ ~[1-(1- v::)"'], vm= ~O (HaD)"'. (9) 

Finally, formula (4) can be approximated with suf­
ficient accuracy by a simple expression, containing only 
elementary functions. As was noted by Callen and 
Josephs, the derivative aEM/ax on the interval 0 < x 
< 10 practically coincides with the function -x(1 
+ %xt1[121. By using this relation and integrating it, 
after simple transformations we obtain the final expres­
sion for the Hamiltonian function: 

-AX Axbx' 2 4( 3) 
J'€=--z[a(i)-1J+ T + T -g-x+g ln 1 +2x , 

where x = r/h, A =(£ 0/ 41TM2h, b = HI 41TM, and 

j{j=J'€/16rt'M'h'. 

(10) 

We have taken as reference value the energy of a uni­
form plate without CMD; therefore Jf' = 0 for x = O. 

To obtain the Lagrangian function, we use the well­
known relation[l31 

(11) 

where we shall regard as a differential equation for 2. 
On solving this equation, we get 

- . r Jl(x, x) . . (12) :t =. X \ • d.r+ xl (x), 
.; r 2 

where f(x) is an arbitrary function of the coordinates. 
It is well known that the Lagrangian function is deter­
mined only to within a total time derivative of an arbi­
trary function of the coordinates; therefore we may 
without loss of generality set f(x) = O. Substitution in 
(12) of the limiting expressions (8) and (9) leads to the 
following Lagrangians: 

- t..x 
P =-[1-l'1-(i-r)'/oJ-E(x), 0>1, (13) 

2 

- AXO ---
P = S[l'1-(i-r)' -l+i-rarcsini-rJ-E(x), 0~1, (14) 
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where T = h/vm and C(x) =£'(x, x) for x = O-a quantity 
that plays the role of the potential energy in the dynamic 
problem. 

The equation of motion is now obtained in the usual 
form: 

(15) 

where Q = 1T~hu2 is Rayleigh's dissipation function, 
and where 13 is a phenomenological coefficient of viscos­
ity (friction)[6). For comparison with the equation of 
motion from reference(4), we write out equation (15) for 
small velocities, when 

a v2 1 mv z 

a(v)=1+8~"" 1 +~-2-' (16) 

Then'i' = 7'4Axmv2 - C(x), and (15) gives 

AX ,.. A mh'i' aE at) (17) -mhx----+-=--. 
2 2 2 ax ai ,. 

Equation (17) differs from that of[4) by the presence of 
the term Amh2:X2/4, where m is the density of effective 
mass of the domain boundary. The equations agree only 
for harmonic oscillations, where one must neglect all 
nonlinear terms. This is the case that was analyzed 
in[3,4). 

From the form of the Hamiltonian function (10) it 
follows directly that there are three types of nonlinear­
ity: 1) nonlinearity due to the nonquadratic dependenc e 
of a(x) on x; we shall call it kinetic; 2) nonlinearity due 
to the nonquadratic dependence of C(x) on x; we shall 
call it potential; 3) nonlinearity due to the presence of 
the cross term xi2 even in the lowest-order approxima­
tion in the expansion of the kinetic energy with respect 
to x; we shall call it mixed. 

Before passing on to the analysis of these nonlineari­
ties, we shall make a number of approximations that 
enable us to obtain results in analytic form. First, we 
shall neglect dissipation. Then the Hamiltonian function 
(10) will be a first integral of the equation (15), and the 
latter need no longer be solved. Second, we shall re­
strict ourselves to the approximation (9) for a(v), since 
it corresponds more nearly to the actual situation, al­
though from the mathematical point of view the investi­
gation of the "relativistic" oscillator (8) is of consid­
erable interest. In view of the foregoing remarks, we 
can write down directly the first intergral of (15): 

A graph of C(x) is shown in Fig. 1. 

FIG. I. Dependence of the potential 
energy (18) on domain radius x = r/h. 
The curve was drawn for A = 0.5, b = 0.1. 
The energy of excitation E is measured 
from the bottom of the potential well; 
XI and X2 are the stopping points; €p is 
the maximum value of the excitation 
energy possible in finite motion. 
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2. KINETIC NONLINEARITY 

If I XT I ~ 1, then kinetic nonlinearity becomes im­
portant. We are considering oscillations near equili­
brium, where 'Orff/'Ox = 0; therefore the expansion of the 
potential energy begins with the quadratic term: 

1 iJ'fS 1 iJ'fS 
fS(x) =fS (xo) + ZTa;;;-(x-Xo) , + -3T~(x-xo)'+... (19) 

The equilibrium domain radius Xo is obtained by 
setting the first deri vati ve of the potential energy equal 
to zero: 

A/2+bxo-Xo (1 +"/2XO) -'=0. (20) 

The larger of the two solutions of (20) corresponds to 
the minimum of the potential energy and determines the 
radius sought: 

xo=[ (1-3/4A-b) /3b]+ (3b) -, [ (1-3/'A-b) '-3Ab p. (21) 

For the higher deri vati ves we get 

a'fS =b- (1+~xo)-' 
fix' 2 

a'fS =3(1+~xo)-' 
ax' 2 

(22) 

In order to neglect the cubic term in the expansion of 
the potential energy in comparison with the remaining 
ones, we must require smallness of the displacements: 

b- (1 +'/,xo)-'» [x-xo [m=(1+'/,xo) -'. 

In addition, we shall suppose that 

[x-xo [m=<t:XO. 

(23 ) 

(24) 

If we use the parameter values for which the graph in 
Fig. 1 was constructed, then the criteria (23) and (24) 
lead respectively to the bounds Ix - xolmax« 1 and 
I x - Xo I max « 3. Such a relation between the criteria 
is typical in the region of stability far from collapse. 
The collapse field is found from the condition '02 t! /'Ox 2 

= 0(121: 

(25) 

If b > bcol. existence of a CMD is impossible, and the 
medium goes over to the single-domain state. Contrari­
wise, at small fields there is formed a striped structure 
of serpentine domains. In the intermediate range of 
fields, there are isolated CMD(1,21. 

On supposing that the inequalities (23) and (24) are 
satisfied, we obtain from (18) 

of the domain radius; this is entirely reasonable phys­
ically, since it is at this value that the potential energy 
is minimum. It has already been mentioned above that 
the energy density of the domain boundary has a great­
est value, attained at the limiting velocity of motion. On 
the basis of the previous discussion, the greatest value 
of the kinetic energy determines the maximum value of 
the energy of excitation 

Bk=(AXo/2) [(1+0)'/'-1]. (29) 

For a « 1, 

(30) 

On substituting ~ = 0.5, Xo = 3, and r] = 0.2, we get Ek 
= 3.75 x 10-2. 

We shall now find the period of the oscillations of the 
CMD. For this purpose we solve equation (26) for x: 

We integrate (31) with respect to the coordinate x be­
tween stopping points 2) , determined by the equation 
I,'(x) = Eo, and with respect to t from zero to 7'2T: 

(32 ) 

where z = x - xo, Zo = (2E/k)1/2. The integral on the 
right side can be reduced to a complete elliptic integral 
of the first kind by the change of variable of integration 
z = Zo sin 8: 

( ek ) '/. "I' de 
T = 21: - S -;-:--..,---,;;:----;--:;-;:-= 

k _nl' [1- (el2ek) cos' e P' ' (33) 

whence we finally obtain the expression for the period 

where 

2 --
T=To-K(Ve!2ek). 

at 

To=2n1:(ewk) ". 

(34) 

(35) 

is the period of the harmonic OSCillations, which were 
investigated in detail earlier[S-51; therefore we shall 
restrict ourselves to analysis of the dependence of the 
period of the oscillations on the energy. For small 
values of the argument, the elliptic integrals can be 
expanded as series ((141, 8.113), 

e='/sAxoO( 1-1' 1- Ch:)') +'/,k(x-xo)', n l' 1·3' (2n-l)'1 ]' } 
(26) K(m)=z{1+(z-)m'+(z.:dm'+"'[ 2n n!' m'''+ ... (36) 

where k = ('02 t! / 'Ox2Jx=xo is the elasticity modulus, and 
where E = Eo - t! (xo) is the energy of the excitation 
measured from the bottom of the potential well. 

Before passing on to the solution of (26), we note that 
in general the total kinetic energy cannot exceed a cer­
tain greatest value. We shall determine this value. We 
rewrite (10) in the form 

eo=T(x, x)+fS(x). (27) 

By solving (27) for x we determine the x(x) dependence. 
On setting the derivative dT/ dx equal to zero, taking ac­
count of the x(x) dependence just found, we find the value 
of x for which the extremum is attained. This procedure 
can be simplified by means of (27): 

dT d iJfS 
-=-[eo-fS(x) ]=--= o. 
dx dx ax 

(28) 

The kinetic energy is maximum at the equilibrium value 
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and truncated after the first non vanishing term of the 
expansion that depends on the energy: 

(T-To)/To=el8ek' (37) 

The largest value of the period is attained for E = Ek 
and is 

T=2To,,-'KU'!J =1.18 To. (38) 

A graph of the dependence of the period (34) on the en­
ergy of excitation is given in Fig. 2. 

To understand the reason for the increase of period 
is quite simple if we calculate the generalized momen­
tum and its time derivative: 

_ iJff: AXo01: 
p = - = --arcsin (X1:) , 

ax 8 
(39) 

dP AXoo1:'i 

dt 8[1-(x1:)']'" . 

It is evident that for IXT 1- 1 (Ivl - vm ) the deriva­
tive dP/ dt becomes infinite, whereas the potential force 
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FIG. 2. Relative change of period 
(T - To)/T 0, in percent, for kinetic non­
linearity. Curve I is drawn according to 
formula (34), the straight line 2 according 
to (37). 

remains always finite. This means that the time that the 
domain spends near an equilibrium position (when the 
velocity of the motion of the boundary is large) increases 
with increase of the energy of excitation. In the end this 
leads to increase of the period of the oscillations. In 
contrast to the relativistic case, the energy itself re­
mains finite for \ v \ - vm. 

3. POTENTIAL NONLINEARITY 

As has already been mentioned in Sec. 1, potential 
nonlinearity is due to a nonquadratic dependence of the 
potential energy If{z) on z. It occurs even when the 
kinetic energy is quadratic in the velocity (\ ZT \2 « 1) 
and contains no cubic terms (\ z \ « xo). The Hamilton­
ian of the problem, 

(40) 

is obtained from the original (18) if in it we retain in the 
kinetic energy only the principal term of the expansion. 
The period of the oscillation is found by solution of the 
differential equation (40) similarly to what was done in 
Sec.2: 

'I. S" dz 
T=2,8k [2(8 0-8(z))]"'" 

" 
(41 ) 

We were not successful in calculating the integral (41) 
with the function (18). We shall use the expansion (19), 
truncating after the cubic term. The following term of 
the expansion, that of fourth degree, may be neglected 
if \ z \ « (1 + %xo). For calculation of the integral it is 
convenient to introduce the new variable u = z(l 
+ %xot l ; then after simple transformations we obtain 
from (41), with the aid of (19) and (22), 

( 3 ) 'I.Su
, du 

T=2, 1 + -x, Bk (2 '3)," ' 2 8-PU-U 
u, 

(42) 

where p = k(l + 7'2XO)2o The limits of integration in (41) 
and (42) are none other than the coordinates of the stop­
ping pOints, which are obtained by setting the radicand 
equal to zero. Of the three roots of the equation, it is 
necessary to choose the two that are smallest in abso­
lute value and correspond to the range of finite motion. 
The third root is located in the region of instability 
(collapse). On solving the cubic equation, we can reduce 
the integral to an elliptic intergral ([14], 3.131): 

j [(u2-tl) ("~:tl (tl-u,) l'" (U,~tl')'h K [( ::=:: )"1 (43) 
'" 

where 

The quantity (45) plays the role of limiting energy in 
potential nonlinearity. Its physical meaning is very 
simple: for € = €p the roots Ul and Us of the equation 
COincide. This means that the line of constant energy is 
tangent to the If(z) curve at its maximum. For energies 
€ > €p, finite motion is impossible. 

By means of (43) and (44), we obtain from (42) the 
final expression for the period of the oscillations: 

T 2 3'" [( sin '/,a ) 'I, ] 
T: = n [2 sin('/,a+'/,n) l'" K sin('/,a+'/,n) . 

(46) 

For small values of the energy, E/ €p « 1, the expan­
sion (36) can be used: 

(1'-1'0) /To='/"el8 p. (47) 

The behavior of the period (46) for € - €p is interest­
ing. With the aid of the well-known formula ([14], 8.113) 

K(m)='/,]n[16(1-m')-']' m2~1 (48) 

(46) yields, with sufficient accuracy, 

T-To=_1_1n(~)_I,.,._I_ln(I_B/Bp)-" e .... ep. (49) 
To 2n 1-8hp 2n 

Thus for € - €p the peri?d becomes infinite. T.he ~ea­
son for this phenomenon IS as follows. The denvatIve 
a If / a z determines the generalized force that acts on 
the domain during the oscillation process and tends to 
return it to the equilibrium position. For negative z, 
with increase of the energy of excitation the magnitude 
of the restoring force diminishes, until it becomes zero. 
At the point alf /az = 0, the energy If(z) has a maximum 
value If(xo) + €p. If € is exactly equal to €p, the oscil­
lator, having begun its motion at some point and going to 
the stopping point, will remain there, since the restor­
ing force at the extremum is zero and the oscillator ar­
ri ves at this point with zero velocity. In formulas (46) 
and (49) this situation corresponds to an infinite period 
of the oscillations. In contrast to the kinetic -nonlinear­
ity case analyzed above, the increase of the period in the 
present case is due to increase of the time that the do­
main spends near the stopping point. 

For large energies, formulas (46) and (49) for the 
period are not valid, since the expansion (19) of the 
potential energy holds only for small departures from 
equilibrium. Therefore for large energies they give 
only a qualitative indication of the trend in the depend­
ence of the period on the energy. The asymptotic behav­
ior at large energies can be obtained by expanding If(x) 
near the maximum, which is reached at the point 

xm==[ (1-'/.,,-b)/3b J- (3b) -'[ (1-'/.,,-b)'-3t.b l"'. (21a) 

Thus we should obtain the correct energy dependence of 
the period; for as was explained above, for large ener­
gies the principal contribution to the period comes from 
the neighborhood of the stopping point. Starting with 
formula (41) and repeating calculations analogous to 
those made in the derivation of (49), we arrive at the 
expression 

T=A In [B(l-ehp)-']' 

~p=8 (x m=) -8 (xo), 

U,= : [2COS( ~ + ; )-1], U2=: [2COS(; - ; )-1], (44) A and B are constants independent of the energy. 

(49a) 

(45a) 

908 

",=- ~ [2cos ~ +1], cos a=I-2~, 
Bp 

8p=2 (p/3) '. 
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(45) 

Thus for large energies of eXCitation, the period 
actually diverges logarithmically. The characteristic 
energy E differs from the energy €p of (45) in that it 
is deterJined from the exact potential curve (18) and 

Yu. P. Mukhortov 908 



not from the expansion (19), which is valid only at small 
departures from equilibrium. The energy Ep is a char­
acteristic parameter of the theory for small energies of 
excitation. The energy Ep, which has the direct physical 
meaning of limiting energy for the actual potential curve, 
is a characteristic parameter of the theory for large 
energies of excitation. 

The energy dependence (46) of the period is shown in 
Fig. 3, where (dotted) the dependence according to for­
mula (47) is also shown. 

In closing this section, we note still another effect 
that accompanies potential nonlinearity in CMD oscilla­
tions. This is a change of the mean radius of the domain. 

The mean radius of the domain, x = (Xl + x2)/2, for 
small oscillations coincides with the equilibrium value: 
x = xc. If the C(x) curve is asymmetric with respect to 
the point x = xc, then the maximum excursions of the 
domain boundary are not equal to each other: I Xl - Xo I 
'" IX2 - Xol, as is quite obvious from Fig. 1. Therefore 
x '" Xo for anharmonic oscillations. 

We shall calculate the change of mean radius for 
small x - xc, when the expansion of the potential energy 
can be truncated after the cubic term. In the lowest non­
vanishing order with respect to the energy, we get with 
the aid of (44) 

"" -2p-.!....(1 +2xo) =-ek-' (1 +~XO)-3 (50) 
27 ep 2 2 

For b = 0.1, Xo = 3, and E = 3.7 '10-2 we get Xo - x 
= 7.2 . 10-2, which amounts to 2.4% of the equilibrium 
radius. From Fig. 1 it follows directly that the small­
est value of the mean radius that can in principle be at­
tained in nonlinear oscillations with the illustrati ve de­
pendence C(x) chosen is ~2.6. 

4. MIXED NONLINEARITY 

We shall suppose that IXT I « 1 and that the condi­
tion (23) is satisfied. Then in the expansion of the 
kinetic energy we need to retain only the lowest non­
vanishing order in the velocity, and in the expansion of 
the potential energy only the lowest non vanishing order 
in the coordinate. Mixed nonlinearity arises because of 
the presence of the cross term ZZ2 in the kinetic energy: 

( z ) (i1:)' kz' 
e=ek 1 +- --+-. 

Xo 2 2 
(51 ) 

In order that this type of nonlinearity may dominate over 
the potential, still another inequality must be satisfied: 

z 3-' 
8 k -(i1:)':::<>Z3(1+-xo ) • 

Xo 2 
(52) 

On using for an estimate the value (35) of the period of 
harmonic oscillations, we get from (52) 

k (1 +'1 ,xo) 3:::<>4n'xo. (53) 

By solution of equation (51) for z and integration, 

~(_8k )'1' S" dZ(xo+z)'/' Tf' • J dt Zo= (28Ik)''', 
kxo _" (Zo'-z')'/' ' (54) 

the: change of variables z = Zocos (j reduces the integral 
to a tabulated integral: 

1 "1/ Zo 
T=To- S r 1+-cos8d8, 

n 0 Xo 
(55 ) 

909 Sov. Phys.-JETP, Vol. 42, No.5 

hence, by ([14], 2.576), we finally get the following ex­
pression for the period: 

T 2 - [( 28'/' )'{,] 
-T =--(1+l'e/em)"'E ---;;--+./ ' 

o J[ 8' 8 m' 
(56) 

where Em = kx~/2 is a characteristic energy, which the 
energy of excitation may not exceed in mixed nonlinear­
ity. It corresponds to the potential energy at a displace­
ment Z equal to the domain radius Xo. Actually this 
value can never be attained, since the minimum domain 
radius is necessarily limited by the bounds of the re­
gion (21a) in which finite motion is possible. 

The difference of mixed nonlinearity from those con­
sidered above lies in the fact that it leads to a diminu­
tion of the period. For small energies of excitation 
(E « Em), one can use the expansion of the elliptic inte­
gral of the second kind in powers of the argument 
([141, 8.114) 

this leads to the follOwing approximate formula: 

(57) 

The smallest value of the right member of (56) is 
(8/JT2)1/ 2 = 0.9. Figure 4 shows the dependence of the 
period on the energy of excitation according to formu­
las (56) and (57). 

The reason for the diminution of the period of the 
oscillations is the following. The presenc e of the factor 
(1 + z/xo) before the kinetic energy in (51) leads to the 
result that on the interval (-zo, 0) the mean rate of 
change of the kinetic energy is somewhat larger, and 
on the section (0, zo) somewhat smaller, than for a 
harmonic oscillator. This means that the time during 
which a change of kinetic energy from 0 to E is occurr­
ing on the interval (-zo, 0) is always less, and on the 
interval (0, zo) always greater, than for a harmonic 
oscillator. For small E, the total effect can be esti­
mated by introducing a correction factor (1 ± zo/xo) to 
the time of stay of the harmonic oscillator on the differ­
ent intervals during motion from one stopping point to 
the other: 

To ( Zo ) To ( Zo ) T~- 1-- +- 1+- . 
2 Xo 2 Xo 

Hence it follows that in the lowest order in zo/xo, the 
period is unchanged. In the next order such a change 

FIG. 3. Relative change of period 
(T - To)/To, in percent, for potential 
nonlinearity. Curve I is drawn accord­
ing to formula (46), the straight line 
according to (47). 

FIG. 4. Relative change of 
period (T - To)/T 0, in percent, for 
mixed nonlinearity. Curve I is 
drawn according to formula (56), 
the straight line 2 according to (57). 
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occurs, because the expansion (57) begins with the 
quadratic term E = kzg/2, whereas the term linear in 
Zo is absent 0 

In closing this section, we shall give an expression 
for the change of period when all three types of non­
linearity manifest themselves and the energy of excita­
tion is small in comparison with all the characteristic 
energies (Ek, Ep, Ep, and Em). For this purpose it is 
obviously necessary to sum the expressions (37), (47), 
and (57): 

where 

T-To 1 8 5 8 1 8 
--=--+-----

To 8 8k 36 sp 16 sm' 

kX02 
Bm=--. 

2 

(58) 

(59) 

Formula (58) enables us to determine which of the types 
of nonlinearity is the main one in each concrete case, 
for small energies of excitation. By way of example we 
shall give numerical values for A = 0.5, (I = 0.2, b = 0.1. 
Then k = 6.7 X 10-2, Ek = 3.7 x 10-2, Ep = 0.6, Em = 0.3. 
In this case the characteristic value of the energy for 
onset of kinetic nonlinearity is an order of magnitude 
smaller than the other values; therefore it will begin to 
show up sooner than the others. The potential and mixed 
nonlinearities almost exactly compensate each other, 
and in (58) only the first term is important (for the 
chosen values of the parameters). 

It must be stipulated yet again that the calculated 
value (45) or (59) of the limiting energy for potential 
nonlinearity is correct only for comparatively small 
excitation energy, when the expansion (19) of the poten­
tial energy can be truncated after the cubic term. 
Directly from the graph of Fig. 1 and from (45a), one 
gets Ep = 0.1, which is six times smaller than the value 
calCulated by formula (45). If the true value of Ep is of 
the order of Ek or smaller, then at large energies the 
principal increase of period (up to infinity) may occur 
precisely because of the presence of potential non­
linearity, although at small oscillations its contribution 
may be inSignificant in comparison with the other types 
of nonlinearity. In Henry's paper[31 there is a reference 
to unpublished experimental data according to which the 
observed value of the frequency is less than that calcu­
lated by the linear theory by more than a factor three. 
Part of the discrepancy may be attributable to uncer­
tainty in the values of the material parameters. It is 
quite poSSible, however, that it is a consequence of the 
anharmonic character of the oscillations3). In every 
case, qualitatively, the decrease of resonance frequency 
can be connected with the influence of potential and 
kinetic nonlinearities. 

We note finally that the elasticity modulus k, which 
plays an important role in the nonlinear theory (see 
(59)), can be directly determined by experiment[31. In 
fact, if one makes a slight increment L'>.H of the mag­
netic field, the domain radius will change by L'>.r. Sup­
posing that the increments are small, we get from the 
equation alf/ax = 0 

&'f5 &'f5 
--M +--~x=O, 
&x&b &x' 

whence follows the desired relation 

~H M 
-+k-=O 4nM . ro . 

(60) 

In the derivation of (60) we have calculated the deri va-
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tive ,/, If /axab by means of (20) and have used the defi­
nition of the elasticity modulus 0 

Another important quantity, €k, can be determined 
from the period T of oscillation of the domain for 
E - 0 (35): 

(61) 

if the value of the limiting velocity vm is known. 

CONCLUSION 

At the basis of the theory constructed above lay two 
important assumptions. First, we treated the domain 
wall as infinitely thin, with an energy density independ­
ent of the radius of curvature. This assumption is ful­
filled better, the larger the quality factor of the material 
q = 1/ (I[ 11. Second, the expression used for the energy 
density was that obtained for a uniformly moving plane 
boundary[lllo The range of applicability of this approxi­
mation has been discussed in[lll (see also[ '51). Further­
more, the obtained Eq. (15) does not enable us to ana­
lyze the more complicated type of oscillations connected 
with change of shape of the CMD (profile of the domain 
wall)l71. 

It should be mentioned also that allowance for vis­
cosity in the problem of radial oscillations of a CMD 
leads to a fourth type of nonlinearity, which may be 
called dissipative. It is due to the presence of a cubic 
term in the Rayleigh function. 

I)The notation and the normalization of constants correspond to 
those adopted in ["). In the literature, as a rule, a different normaliza­
tion is used: D = 2A/M, Ha = 2Ku/M, where A and Ku are the exchange 
and anisotropy constants, respectively. [I] The quantity q = I/a is 
called the quality factor. The larger it is, the more justified becomes 
the approximation of the domain wall to zero thickness, which lies at 
the basis of the theory being developed. In the contrary case there 
arises, in particular, a dependence of the energy density of the domain 
boundary on the domain radius. 

2) According to the general property of reversibility, the time of motion 
between stopping points does not depend on which of these points the 
motion begins at. Therefore the period of the oscillations is twice the 
time of a single passage between stopping points [13]. 

3)The excitation energy cannot be lowered to an arbitrarily small value. 
This is due first to the problem of detection of weak signals, and second 
to the presence of a coercive force. 
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