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An asymptotic (with respect to large impact parameters) theory of charge transfer at arbitrary collision 
velocities is constructed. The dominant term in the asymptotic form of the amplitude in the general 
nonresonance case is computed for transitions between the s states of atoms. The result is compared with 
the findings of different approximation methods. Specific examples of resonance (p + H-; H + p) and 
nonresonance (Li+ + Na-;Li+Na+) charge transfer are considered. 
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1. INTRODUCTION 

The object of the asymptotic theory of atomic colli­
sions is to seek the asymptotic form of the probability 
W(p) of the process in question for large impact 
parameters p, i.e., for distant encounters, when the 
distance between the colliding particles is always much 
greater than their dimensions. The large values of the 
impact parameter are connected with small-angle scat­
tering. The exact asymptotic form is of considerable 
interest in itself, and can serve as a check on the vari­
ous approximate computational methods. In the case 
when the probability of the process at some p becomes 
comparable to unity (the so-called dense-target case), 
knowledge of the asymptotic form allows us to find the 
total cross section of the process (see[l,2], as well as 
Sec. 5 of the present paper). 

The main attention in the asymptotic theory is given 
to the processes most interesting and most complex to 
compute, namely electron exchange between colliding 
atomic particles. A one-electron exchange occurs in a 
charge-exchange reaction, while a two-electron ex­
change occurs in a double charge-exchange reaction, in 
a spin exchange, as well as in an excitation transfer. 

Since the interaction is weak in distant encounters, 
it is natural to use perturbation theory. It turns out, 
however, that the latter gives an incorrect result 
(usually an incorrect value for the preexponential func­
tion in the asymptotic form of W(p». Such a situation 
arises quite often in the theory of subbarrier (exponen­
tially small) effects. Of importance in our case is the 
presence of a long-range Coulomb interaction between 
the particles; thus, for short-range potentials perturba­
tion theory gives an asymptotically exact result. 

So far the development of the asymptotic theory has 
been tied with the additional assumption that the process 
is adiabatic in nature, i.e., that the relative collision 
velocity v is low. In the adiabatic case the search for 
the asymptotic form of W(p) for resonance processes 
reduces to the determination of the asymptotic form of 
the splitting, ~(R), of the corresponding terms of the 
quaSi-molecule for large internuclear distances R. A 
review of these investigations, as well as of their ap­
plications is contained in the monograph [1] by Smirnov, 

The purpose of the present paper is to construct an 
asymptotic theory for the general case of arbitrary col­
lision velocity v. We consider the dynamical nonsta­
tionary quantum problem, which allows the direct deter­
mination of the asymptotic form of W(p). 

806 SOy. Phys.·JETP, Vol. 42, No.5 

Analysis of the stationary asymptotic theory reveals 
in it three basic features[3]: 

1. The use (usually in the implicit form) of the sta­
tionary-phase method to compute the necessary multi­
dimensional integrals. In the latter, the exponential 
function with the large (linearly increasing with R) 
phase is separated out. In the asymptotic limit the 
dominant contribution to the integral is gi ven by the 
phase-stationarity region in the configurational space 
of the problem, i.e., by the set on which the derivatives 
of the phase with respect to the integration variables 
vanish. 

2. The representation of the sought quantity ~E(R) 
in the form of an integral over some hypersurface S in 
configurational space, the process under consideration 
being characterized by passage across this surface. 
The intersection of the surface S with the phase-sta­
tionarity region is some region C of lower dimensional­
ity, which Simplifies the integration. Furthermore, it is 
in the region C, which determines the asymptotic form 
of the integral, that we can most exactly calculate the 
wave functions of the system (see Item 3). 

3. The refinement of the wave functions (in compari­
son with the case in which there is no interaction). The 
correction to a wave function is determined by the solu­
tion to a first-order partial differential equation. 

All the three indicated pOints are carried over in a 
changed and generalized form into the nonstationary 
theory (Secs. 2-4), where integrals involving integra­
tion over the coordinates, as well as over time, arise. 
In Sec. 5 the final results are discussed, compared with 
the findings of various approximations, and illustrated 
with speCific processes. 

In the paper we consider the simple process of one­
electron charge transfer from an atom to a positive ion: 
A + B+ - A+ + B. It is assumed that the atoms A and 
B are hydrogen-like and are in their s states. 

2. AN IDENTITY FOR THE CHARGE-TRANSFER 
AMPLITUDE 

Let us choose a system of coordinates in which the 
nuclei of the atoms A and B move in opposite direc­
tions with velocities v/2 along the x axis and in which 
the moment of time t = 0 corresponds to their closest 
approach to each other (see Fig. 1). Let us denote by 
ra and ~ the distance of an electron from the nuclei 
of A and B respecti vely; R is the internuclear dis-
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tance. Let us introduce the exact solutions, wl(r, t) and 
w2(r, t), to the time-dependent Schrodinger equation: 

(:16-i~) '1', 2(r, t) =0, at ' (2.1) 

1 1 1 1 
:16(t) = -2:V'---;::--;:;:+R' (2.2) 

solutions which are distinguished by the boundary condi­
tions at large \ t \: 

'¥,(r, t)=1Jl(bl (rb)exp [ -i ~ X-i(Eb+ ~ )t] as t~oo. (2.4) 

where Ea and Eb are the energies of the electron in 
tne A- and B-atom states under consideration and 
1jJ(a)(ra) and 1jJ(b)(rt) are the corresponding wave func­
tions. Thus, the solution W1 corresponds to a situation 
iq Which initially (t - - "" ) the electron is in the state 
1jJ\a), whereas the solution W2 corresponds to a situation 
in which at the end of the process (t - + 00) the elec­
tron is concentrated in the state 1jJ(b). The factors 
exp(±ivx/2 - iv2t/8] in the boundary conditions appear 
as a result of the Galilean transformation of the wave 
function when we go over from the coordinate system 
connected with the atom to a stationary system. The 
physical meaning of the factor exp (±ivx/2) is, as is 
well known, that it allows for the transport of momen­
tum by the electron when it is transferred from one 
atom to the other; the factor exp (-iv2t/8) takes the 
change in the kinetic energy into account. 

The sought transition (Le., charge-transfer) ampli­
tude is given by the integral 

F(p)= S,¥,(r,t),¥,(r,t)dr, (2.5) 

which, as can easily be verified with the aid of (2.1), 
does not depend on time because of the hermiticity of 
the operator Jt"(t) (more often the transition amplitude 
is defined more directly in terms of the integral (2.5) 
in which t is allowed to tend to ± 00 ). 

Dividing the space into the regions VI and VII as 
shown in Fig. 1 (where the region VI is hatched), we 
obtain 

F (p) =Ir (t) +In (t), (2.6) 

Ir,n (t) = S '1', (r, t) '1'; (r, t) dr. (2.7) 
VI,II 

Each of the terms II(t) and III(t) individually depends 
on time. Now let the surface S delimiting the regions 
VI and VII move in time with some velocity u(x, t). 
Let us define the motion of S such that it coincides at 
small x with the plane y = Ys, while the slightly-bent 
edges of the surface turn back, as t - ± 00, in different 
directions, as shown in Figs. 1a and Ib. Then it follows 
from the boundary conditions (2.3) and (2.4) that 

Ir(t) ..... F(p), Irr(t)-O, t __ oo ; 

Ir(t) ..... O, Irr(t)-F(p), t_+oo. 

(2.8) 

(2.9) 

Computing the deri vati ve dll / dt with allowance for 
(2.1) and transforming, according to the Green theorem, 
the volume integral into a surface integral, we find 

dlr. iSS -d =-2 dS['¥,(vV)'¥;-'¥;(vV)'¥,]- dS(vu) '1','1';, (2.10) 
t s s 
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where II is the inner-with respect to the volume VI-
normal to the surface S. Finally, integrating both sides 
of this equality with respect to the time with allowance 
for the conditions (3.8) and (2.9), we obtain the required 
exact identity for the amplitude. Before writing it out, 
let us note that the function u(x, t) is, to a large extent, 
arbitrary. If we move the surface S everywhere 
towards the plane y = Ys, then the velocity u vanishes, 
and only the first term on the right-hand side of (2.10) 
remains. Accordingly, the required identity finally as­
sumes the form 1) 

F(p)= ~Jdt I dS['¥,-(vV) '¥,-'¥,(vV) '1';]. (2.11) 

Physically, this result means that an expression of the 
type of the (mixed) density of the current across a sur­
face dividing the regions of initial and final locations of 
the electron is integrated over this surface and over 
time. 

In deri ving (2.11), we essentially used only the fact 
that we were considering a charge-transfer type of 
process in which we can divide space into two parts 
such that the presence of the electron in the initial or 
final state uniquely determines its location in one, and 
total absence in the other, region of space. It is evident 
that for strict validity of (2.11) the nuclei should recede 
to infinity as t - ± 00, but we need not impose any 
limitations on their velocities and the shape of their 
trajectories in a finite region of space. It also follows 
from the foregoing that the surface S should only be 
such as to delimit the two indicated regions of space. 
In all other respects the shape of S is arbitrary (which 
can easily be verified directly from (2.11) with the aid 
of (2.1)). In particular, the choice of S made in Fig. 1 
with a plane part along the x axis (at y = Ys) is, in 
fact, only for convenience of the subsequent computa­
tions. 

Comparing the identity (2.11) with the formula ex­
pressing A E (R) in the form of a surface integral and 
used in the stationary theory (the first part of the 
formula (1.9) in the monograph[ll), we emphasize that, 
in contrast to (2.11), the latter is an approximate for­
mula, since R was assumed to be large in its deriva­
tion. It can be shown that the formula for AE( R) also 
admits (but to a lesser extent) of some arbitrariness in 
the choice of the surface S[3]. 

3. THE STATIONARY-PHASE METHOD 

To compute the asymptotic form of the integral (2.11) 
for large p, it is convenient to use the multidimensional 
stationary-phase method proposed earlier by one of the 
present authors for the computation of the generalized 
Massey parameter[2J• 

!I 

-!'/z v Z 
t--oo 

Viz 8 /'/2 
t-+oo 

b 

FIG, I. Schematic representation of the motion of the atomic 
particles and the integration surface for the computation of the charge­
transfer amplitude, 
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Let us represent the wave functions >ltl and >lt2 in 
the form 

'1', (r, t) =1jl'.) (r.)exp [-S'.) (r, t) + i ; x - i (E. + ~) t] , (3.1) 

'I',(r, t)=1jl'b) (r.)exp [ -S") (r, t) - i ; x - i (E, + ~ ) t ], (3.2) 

where S(a)(r, t) and S(b)(r, t) are some correction 
functions that take the presence of the second potential 
center into account. For the present, only the fact that 
the functions S(a) and s(b) (which are computed approx­
imately in Sec. 4) depend weakly on their arguments and 
on p is of importance to us. A strong dependence is, 
however, contained in the exponential factors in the 
formulas (3.1) and (3.2), as well as in the exponential 
functions contained in the atomic wave functions, which, 
for s states, have the form 

1 1 .h'·) (r ) = --- p'" (r ) r"'" ""b) (r ) = --P'b) (r ) e-'" 
't' • (4n)," • ,'t' • (4n) 'I. • • 

(3.3) 

Here p(a) and p(b) are some polynomials (for the 
ground state of the hydrogen atom the polynomial is a 
constant), while Ea = -a2/2 and Eb = - {32/2 are the 
energies of the electron in the A- and B-atom states 
under consideration. 

Combining under the integral sign in (2.11) the above­
computed cofactors with a strong p dependence, we ob­
tain an exponential function e <II with a phase 

(3.4) 

coinciding with the phase that arises when the charge­
transfer process is considered in first-order perturba­
tion theory["l. We find the region of stationarity of the 
phase by equating the derivatives a<ll/ax, a<ll/az, and 
a<ll/at to zero. The simultaneous solution of the equa­
tions thus obtained yields 

i { v' } x=-- y(rx.'-~')+p- , 
2vx(v) 2 

z=o, 

i { rx.'-~'} t=-- yv+p-- , 
vx (v) 2v 

(3.5) 

where K(V) = (1/2v){[(a + (3)" + v2)[(a - (3)2 + V"]}1/2. 
Thus, the stationarity region for the phase is the 
straight-line segment (3.5), the phase being independent 
of y on this segment and being equal to 

I!>o=-px(v), (3.6) 

in this region and larger in absolute value (<II < 0) in the 
rest of phase space. Let us emphasize that for v 'fI! 0 
the stationarity region for the phase in complex. 

Since the integral (2.11) to be evaluated is not a 
volume but a surface integral, only the vicinity of the 
point C of intersection of the surface S with the sta­
tionarity region for the phase (the coordinates of the 
point C are obtained from (3.5) with y = ys) contributes 
to its asymptotic form. The stationary-phase method 
yields for the dominant term of the asymptotic form of 
F(p) the expression: 

F(p)=~8(2n) 'I'rx.~[( ~)2 _YS,]_l 
v p 2 %5/2 

X{P"'P") exp[ -s'·)-s")]}ce·'" (3.7) 
where the expression in the curly brackets should be 
evaluated at the point C. Thus, to complete the compu­
tations, it now remains to find the correction functions 
S(a) and s(b) (see Sec. 4). 
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The formula (3.7) has been obtained for an arbitrary 
value of Ys' It can, however, be verified that for lys I 
« p the dominant term in the asymptotic form of F(p) 
does not, as was to be expected, depend on Ys, so that 
we can set Ys = 0, which will henceforth be implied. 
The point C then has the coordinates 

pv rx.'-~' 
x=i--, y=z=O t=ip--- (3.8) 

4x(v) , 2v'x(v)' 

It is evident that it makes sense, in computing the domi­
nant term in the asymptotic form of F(p) in (3.7), to 
take into account only the dominant terms in the asymp­
totic forms of p(a) and p(b) for large values of the 
argument: 

p,.) (r) ""A '·)r'I.-', PIb) (r) ""A ,b)r'I>-', (3.9) 

where A (a) and A (b) are some numerical coefficients. 
Let us emphasize that in such a form these expressions 
are also valid in the case when the potential of the 
atomic cores A+ and B+ acting on the electron is differ­
ent from the Coulomb potential near the nucleus. 

4. THE CORRECTION FUNCTIONS 

It is conve~ent, in computing the correction function 
S(a)(r, t) (s(b) is found in similar fashion), to go over 
to a coordinate system connected with the atom A (the 
quantities pertaining to this system will be distinguished 
by a prime). Substituting the expression 

'I','(r, t) =1jl'.) (r.) exp [-S'·)(r, t)-iE.t] (4.1) 

into the time-dependent Schrodinger equation (2.1), and 
taking into account the fact that the atomic wave function 
satisfies the equation 

[---} V'- :. ]1jl'.)=E.1jl'.), (4.2) 

we obtain the exact equation for S(a): 

I)S'·) = (~_~)+_l_(V1jl'.») (VS'.»)+~(VS'·»)'-~ V'S'·). (4.3) 
I)t R r. 1jl'.) 2 2 

Since the correction function varies slowly, the last two 
terms on the right-hand side of (4.3) can be dropped. 
We should, in this same apprOximation, set 

1 rx.r. 
-(V1jl'·»)= --, 
1.p(all ra 

which finally gives the equation 

I)S'·) I)S'·) 1 1 
i---rx.--=---. 

I)t I)r. R r. 
(4.4) 

Thus, we use for the computation of the correction to 
the wave function a method similar to the quasi-classi­
cal method. The function S (r, t) is then representable 
in the form of a series in powers of a formal "quasi­
classicality" parameter A: 

S(r,t)= ,E),.oSn(r,t). 
0_0 

This series, evaluated at the point C, is then a series 
in inverse powers of p, which is necessary for our 
method. Equation (4.4) determines the lowest-order 
correction So (r, t); only this correction is calculated 
below. In prinCiple, we can develop a successive method 
for finding the higher approximations, which will enable 
us to obtain an asymptotic series for F(p). Notice that 
in the analogous case in the stationary problem the 
series for AE( R) was calculated with the use of the 
specific properties of the two-center Coulomb problem 
(i.e., the possibility of separating the variables; see the 
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references cited in[l]), whereas the method proposed 
here is applicable also in the case of potentials of a 
more general form. 

In the new variables 

S=(-it-r.l~)I2, 1l=(-it+ro/~)/2 

Eq. (4.4) assumes the form 

DS'O) I iis=1/r,--lI R, 

(4.5) 

(4.6) 

after which it can easily be solved with allowance for 
the natural initial condition 

S") (r.=O, t=-oo) =0. (4.7) 

The details of the computations and their result are 
given in the Appendix. It can be seen from them, in 
particular, that the function S(a), computed in the low­
est approximation, does not generally depend on p at 
the point C. This circumstance indicates that, without 
allowance for the correction to the wave function, it is 
impossible to compute the correct pre exponential coef­
ficient in the asymptotic form of F(p). On the other 
hand, the relation S~) = O( 1) justifies the assertion 
that we did not include the corrections S(a) and s(b) in 
the phase ~ when finding the stationarity region for the 
latter (Sec. 3). 

5. RESULTS AND DISCUSSION 

The expression (3.7) for the asymptotic form of 
F(p) with the use of the correction function found in 
Sec. 4 assumes the form 

F(p) =- - -DA(alA(') - ~ p'/'e-" i (n ) 'I, ~~ ( ~p ) ,,"-I (A ) 1/'-1 

v 32 X'I. 2x 2x ' 

where 
D"" {exp [ -S(·) -8(0) l} c=2'1"+<I'. 

(5.1) 

{ 1 [ ~2_~2+V' ~2_~'+V' 
. exp - - arcsin + arcsin ] } . 

v 2vx 2vx 
(5.2) 

In particular, in the resonance case, i.e., for f3 = a, 

{ 2 v } (V' ) 'I. D=41/ a exp ---arcsin-, x(v)= ~'+- . 
u 2x 4 

(5.3) 

Let us first consider some properties of the found 
asymptotic form at fixed p. In the nonresonance case 
the factor e- KP guarantees the exponential decrease of 
the amplitude at low, as well as at high, velocities. The 
minimum of the function K (v) corresponds exactly to 
that velocity (v2 = \a2 - f32\) at which the kinetic energy 
of the electron is equal to the energy defect of the reac­
tion. In the resonance case the amplitude decreases 
only when v - ""; for v - 0 we have e-KP - e-ap, 
and the amplitude diverges because of the factor V-l in 
the preexponential function. The latter corresponds to 
a logarithmic divergence of the cross section in the 
dense-target approximation. All the enumerated proper­
ties of the generalized Massey parameter KP make it 
highly visualizable and useful for the class of problems 
under consideration. 

Let us establish the correspondence between our re­
sults and those of the adiabatic approximation. In the 
latter case knowledge of the splitting of the terms, 
~E( R), allows the computation of the amplitude of the 
resonance charge-transfer process with the aid of the 
well-known formula[4] 
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.. { 1 S~ !!E(R)RdR } 
FAd(p)=,sm -;; (R'-p')'" . 

p 

(5.4) 

Using the exact asymptotic form of ~E(R)[ll, and con­
sidering large p, when the sine in (5.4) can be replaced 
by its argument, we obtain for.the asymptotic form of 
the amplitude in the adiabatic apprOXimation, F AAd (p), 
the formula (5.1), in which 

(5.5) 

This result, like (5.1)-(5.3), thus describes the expo­
nential decrease of the amplitude at large p. At the 
same time, the formula (5.4) allows us to also reproduce 
the oscillations in the probability at small p, although 
only in the resonance adiabatic case. To estimate the 
total cross secdon in the dense-target approximation, 
we need only to know the exponential asymptotic form. 
The merit, however, of the formulas (5.1)-(5.3) lies in 
the fact that they are valid at arbitrary velocities and 
also provide a unified description of the resonance and 
nonresonance cases. 

It may also be noted that the ratio of the factor 

e -K(V)p to HS adiabatic limit e -ap for an arbitrarily 
small, but fixed, velocity can be made to differ from 
unity by any amount by increaSing p. This inconsistency 
in the adiabatic approximation serves as another exam­
ple of the violation of adiabaticity at large distances, a 
violation which has been noted before in the problem of 
electron detachment in atomic collisions[5]. 

As has been noted above, the correction factor D in 
the resonance case is, for v - 0, equal to (4/e)l/a, 
i.e., coincides with the result (5.5) obtained in the adia­
batic limit. As is well known, for a = 1, the LCAO MO 
approximation gives in place of this factor a coefficient 
equal to %, which, although incorrect, is numerically 
close to the exact value of 4/ e[l). At high velocities the 
c07rrection factor tends to a constant value equal to 
4 1 a. The corresponding limits in the nonresonance 

case are equal to 2(I/a+l/f3). 

Perturbation theory with allowance for only the inter­
action of the electron with the nuclei, but not the inter­
nuclear repulsion (the so-called Brinkman-Kramers 
(BK) approximation) leads to the following expression 
for the charge-transfer amplitude (in the case when 
a=f3=I): 

2 ( p )' FBK(p) =--;; -;- K,(xp), (5.6) 

where K2 (z) is the Macdonald function. Thus, there is 
in the asymptotic expression for the BK amplitude for 
large p, 

a superfluous factor 2i/D (here A = 2). At high veloci­
ties this factor tends to the value i/2. At the same time, 
it is well known that the BK approximation gives for the 
cross section for charge transfer occurring in fast col­
lisions a value that is higher than both the experimental 
value and the value obtained in the more exact calcula­
tions. This seeming contradiction is resolved by the 
fact that the overestimated total cross section obtained 
in the BK approximation is accumulated at small p in 
the integration of the probability over the impact 
parameter. Notice that as p - 0 the function (5.1) 
goes to zero like p3/2, but the asymptotic theory is no 
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longer applicable here (as p - 0, the BK amplitude 
tends to a constant, while the Born approximation leads 
to a weak (logarithmic) divergence[6]). At high veloci­
ties the situation corresponds to the case of nondense 
(transparent) targets, when knowledge of the exact 
asymptotic form of F(p) for p - 00 is not yet sufficient 
for the estimation of the cross section. 

Let us also give the asymptotic form of the amplitude 
in the Born approximation for a = (3 = 1, computed on 
the basis of the paper[ 6): 

l'~ { 1 4-v' v } p'l • 
FAB(P) =-.- 1--+--arcsin_ -. 

V)( I. v' 2v' 2)( e" 
(5.8) 

At high v this expression coincides with the asymptotic 
form of the BK amplitude, (5.7). 

In order to be in a position to make a judgment about 
the relation between the results of the indicated approx­
imations and the exact asymptotic form at intermediate 
velOCities, we present in Fig. 2 the modulus of the am­
plitude of the resonance charge-transfer process 

p+H ..... H+p (5.9) 

for v = 1 a.u. Here the adiabatic approximation (the 
curve II) highly overestimates the result, and so also 
does the BK approximation (IV). Notice that for the not­
too-large values of p shown here the asymptotic form 
of the BK amplitude (V) differs greatly from the BK 
amplitude itself. For the velocity in question, the re­
sults in best agreement with the exact asymptotic form 
(I) are those of the Born approximation[61 (VI) (let us 
recall that, as shown above, this agreement should 
break down with increasing v), as well as those obtained 
in the four-Sturmian-state approximation by Gallacher 
and WHets in their numerical computation[71 (III). 

As an example of the case of nonresonance charge 
transfer, we present in Fig. 3 the probability of the 
process Li + Na+ = Li+ + Na - 0.25 eV (the values of the 
parameters a and A were taken from Smirnov's 
book[l)). It can be seen that at V-I = 6 a.u., Mellius and 
Goddard's computation[81, carried out in the two-state 
approximation, somewhat overestimates the charge­
transfer probability in the asymptotic region, whereas 
at V-I = 18 a.u. the situation is already reversed. 

IFI 

p,ao 
FIG. 2. Probability amplitude for the resonance charge-transfer 

process p + H ..... H + P for v = a.u.: 1) the asymptotically exact ampli­
tude (5.1), II) adiabatic asymptotic form, III) Gallacher and Wilets' 
calculation (7) in the four-Sturmian-state approximation, IV) the 
Brinkman~Kramers (BK) approximation (5.4), V) the first term of the 
asymptotic form of the Brinkman-Kramers amplitude for large p, 
VI) the Born approximation (6). 
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18 
1', ao 

FIG. 3. Probability of the resonance charge-transfer process Ii 
+ Na+ ..... Ii+ + Na ~ 0.25 eV for different velocities: 1) V-I = 6 a.u., 
II) V-I = 12 a.u., III) V-I = 18 a.u. The solid curves represent the re­
sults of Mellius and Goddard's calculation (8), carried out in the two­
state approximation; the dashed curves represent the asymptotically 
exact probability 

The application of the asymptotic form of the ampli­
tude to the estimation of the total cross section requires 
additional assumptions. In the dense-target approxima­
tion, it is assumed that in the region where W(p) is 
comparable in magnitude to unity, the probability has 
an oscillating character with a stochastically varying 
phase, so that the mean probability in this region 
W = Y2' This assumption may be violated even in the 
adiabatic case because of transitions to other terms or 
because of the fact that the phase of the oscillations 
possesses an extremum (the latter circumstance leads 
to the appearance in the total cross section of oscilla­
tions, which are not accounted for by the Simple dense­
target approximation). 

We used the dense-target approximation to estimate 
the cross section for the process (5.9). There are 
several, Slightly different ways of estimating the cross 
section. Here we used the variant proposed for the 
adiabatic case in[l]: 

a~JlPo'/2, IF(po) I ~O.28. (5.10) 

Comparison of the results of the computation with the 
aid of the formulas (5.10) and the use of the adiabatic 
and exact asymptotic forms of F(p) shows that for a 
collision energy E = 5 keV the adiabatic approximation 
overestimates the result by ~ 1~ and that this discrep­
ancy increases with increasing E (Fig. 4). The exact 
asymptotic form leads to a very good agreement with 
Gallacher and WHets' calculationsP ) for charge trans­
fer to an atom in the ground state and with McClure's 
experimental data[91 (these data pertain, however, to the 
total cross section, including the cross section for 
charge transfer to all excited states). It is worth noting 
that the limit of the dense-target region (E ~ 40 keV) 
can clearly be seen in the theoretical[7] and experi­
mental[9] data; at lower energies the cross section al­
most linearly depends on In E. 

6. CONCLUSION 

The merit of the results of the asymptotic theory is 
the simple and explicit form of the final results as com­
pared to the results of the majority of the other methods 
(cf., for examplep,8]). The asymptotic theory is uni­
versal, and the specific properties of each atom are re-
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FIG. 4. Cross section for the resonance charge-transfer process 
p + H .... H + p: I) the dense-target approximation with the use of the 
asymptotically exact amplitude, II) same, but with the use of the 
adiabatic asymptotic form of the amplitude, III) Gallacher and Wilets' 
calculation [7], IV) McClure's experimental data (9) (total cross section, 
including the cross section for charge transfer to all excited states). 

fleeted in the theory by the magnitudes of the parame­
ters ()! and A (a). Another advantage lies in the fact that 
the asymptotic theory is not connected with any approxi­
mations. It should be noted here that for the nonreso­
nance processes the search for the amplitude in the 
adiabatic theory requires additional assumptions[l]. The 
nonadiabatic theory constructed in the present paper 
provides a uniform and universal description of the 
resonance and nonresonance cases. 

The question, however, arises: At what values of p 
is the asymptotic form sufficiently well approximated 
by the above-computed dominant term? Comparison 
with other calculations makes us think that this approxi­
mation is also admissible at not too large p (e.g., those 
at which the amplitude of the charge-transfer probabil­
ity is just a few tenths). In order to be able to make a 
more consistent judgment about the nature of the con­
vergence of the asymptotic series, we must compute its 
next terms (notice that the first nine terms of the 
asymptotic expansion of ~E(R) have at present been 
found in the adiabatic approximation for the system 
R~[ll). The determination of the next terms of the series 
is quite practicable with the aid of the method described 
in the present paper, although it does require somewhat 
more tedious computations. 

APPENDIX 

Let us integrate the partial differential equation (4.6). 
Let us note first of all that, as the variables, it is con­
venient to choose ~, 11, and the angular variables nax, 
nay, naz (na = ra/ra), only two of the latter variables 
being independent nix + n~y + n~z = 1). It is also con­
venient to set 

(A.1) 

where 

rb~[a'(1]-S)'+2in..av( 1]'''':,'1 +2n • .,ap(1]-s) -v'( 1]+s) 2+p'j"', (A.3) 

and 

R~[p'-V'(1]+6)']"" (A.4) 

The Eqs. (A.2) with allowance for (A.3) and (A.4) are 
soluble in terms of elementary functions up to an addi­
ti ve constant (with respect to E) that depends on T/ and 
the angular variables and that should be found from the 
initial condition (4.7). After this the final result as­
sumes the form 

S('·)~[a2-2in."v-v'j-'I' 

Xln ([ (a'-2in .. v-v') 'I'rb+ (a'-2in .. v-v2) 6 
+ (-a'1]-n • .,ap-v'1]) ) [ (a'-2in .. v-v') 'I. 

x(p2-4v'1]') '1'-2in .. av1]-2v'1]-n • .,apj-'} , (A.5) 

S('.)~-~[arcsin v(1]+s) -a:rcsin 2V1]]. (A.6) 
v p p 

At the point C, for ys = 0 (see the formula (3.B)), we 
obtain after some transformations the solutions 

f 1 
S('·)~Tln2' 

1. ~'-a' a'-~'+v' } S(")~ --{ arcsin--- arcsin . 
v 2vx 2vx 

(A.7) 

(A.B) 

IlThe nonstationary surface S was required by us only for the deriva­
tion of the conditions (2.8) and (2.9); these conditions can be derived 
in the same way if we use a stationary plane surface, but nonparallel, 
slightly diverging-at large distances-trajectories; subsequently, the 
trajectories can be allowed to become straight lines (3). 
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