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It is shown that in theories with spontaneous symmetry breaking there exist particles of a peculiar type, 
which are blobs of classical fields with small quantum fluctuations. Such blobs exist only in the case when 
the state of the field at arbitrarily large distances from the blob cannot be continuously deformed into the 
usual vacuum. These isomeric states exhibit therefore rigorously conserved quantum numbers which will be 
called topological and which are not present in the original Lagrangian. The question of possible 
identification of isomers with observable particles is discussed. 

PACS numbers: 03.70. 

1. INTRODUCTION 

The number of known elementary particles is pres­
ently so large that it becomes imperative to understand 
whether one can explain their existence in terms of 
quantum-field-theoretical Hamiltonians of more or less 
usual type, or whether qualitatively new ideas will be 
required, for this. The solution of this problem is made 
difficult by the absence of reliable computational 
methods for strong coupling Hamiltonians. At the same 
time one customarily thinks that weak coupling Hamil­
tonians have obvious properties, described by perturba­
tion theory and having no relation whatsoever to the 
hadronic world. Quite recently[1-41, it became clear that 
this is not quite so, and in many cases the states of the 
indicated Hamiltonians contain unusual particles, called 
"extremons,,(41, which correspond to vibrational levels 
near nontrivial extremals of the potential energy of the 
quantized field. A remarkable peculiarity of the ex­
tremons is the fact that, in spite of the weak nonlinearity 
of the original Hamiltonian, they are subject to strong 
interactions. 

In the present paper we study various types of ex­
tremons which appear in theories with internal sym­
metries. It turns out that the extremons have a topologi­
cal meaning, related to the fact that the states of the 
field at arbitrarily large distances cannot be trans­
formed into the vacuum by means of a continuous de­
formation.· As a result of this one must attribute to the 
extremons rigorously conserved quantum numbers, and 
even strong quantum fluctuations are not capable to 
destroy an extremon. For the same reason the qualita­
tive results obtained below are not sensitive to the con­
crete choice of the Hamiltonian. 

Yang-MillS fields are quite naturally included in the 
model under discussion and lead to new states. Some of 
these states exhibit a magnetic charge. 

One attributes automatically new and exactly con­
served quantum numbers to the isomers which will be 
designated as "topological quantum numbers." The 
conservation of these quantum numbers is related to 
the impossibility of continuously deforming the- iso­
meric state of the field into the vacuum state. 

The isomers obtained in the present paper have 
spherical or filament form. For the group SU(2) both 
these types of isomers are pOSSible, but for SU(3) only 
filamentary objects have been found, the filaments ex­
hibiting triality, which turns out to be a topological 
quantum number. 

The paper is organized as follows. In Sec. 2 the 
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general pattern of using classical solutions in quantum 
field theory is demonstrated on a Simple one-dimen­
sional model, the spectrum of isomers being calculated 
explicitly within this framework. In Sec. 3.we determine 
the spherical solutions of the isovector and isospinor 
Higgs fields with SU(2) symmetry. In Sec. 4 the objects 
of the preceding section are filled by the Yang-Mills 
field and form isomeric states. In Sec. 5 we consider 
filament-like isomers for the groups SU(2) and SU(3). 
The number of types of filaments is equal to the dimen­
sion of the center of the group. In Sec. 6 we discuss the 
topological meaning of the results and introduce the 
topological quantum numbers. In addition, we discuss 
the relation of the filament-like isomers to small-dis­
tance properties of the Hamiltonians. 

2. CLASSICAL SOLUTIONS AND QUANTIZATION 

In the present section we consider the problem of 
quantization of a field near some classical extremal. 
For more clarity we shall study a simple one-dimen­
sional model field theory and shall use this example to 
demonstrate our methods. The extension of these 
methods to the general case will be trivial. 

Let <p (x) denote a scalar field in two-dimensional 
spacetime with the Hamiltonian 

'~ {n' 1 (d<p)' 14' I.} H='Jdx -+- - --<p'+-<p', 
_00 2 2 dx 2 4 ' 

n(x) =-i6l<'5<p(x) , A«!!'. 
(2.1) 

In Eq. (2.1) the first term is the kinetic energy and the 
remaining terms are the potential energy. 

One may interpret H as the Hamiltonian of an 
elastic linear string lying in a two-humped potential 
relief (here x labels the pOints of the string and .:p (x) 
is the displacement amplitude at x). In its ground state 
the string lies in one of the wells and undergoes small 
zero-point OSCillations, i.e., cp = ±J.1./I.-J./2. However, this 
is not the only equilibrium point of the string. Other 
equilibrium configurations must be determined from 
the equation 

(2.2) 

and the boundary conditions <p~(±oo) = 11-/1.-1/2, which , 
guarantee the finiteness of the energy of the equilibrium 
state. The solution of (2.2) has the form 

(2.3) 

Thus, starting in the left-hand well, at some point the 
string is thrown over into the right-hand well. Owing to 
the joint action of the potential and elastic forces such 
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a configuration is an equilibrium state. Let us now con­
sider oscillations near the equilibrium: 

<p(x) =<p,(x) +lI> (x), 

{ 1 (d<P )' 1-1' "} { 1 (dll»' n' 
H= J dx 2" dX' -""2<P.'+t;<P; + Sdx ""2 dx +2" 

+ (11'-~ I-1'Ch~' I-1X_) 1D'-I-1Y" th l-1:'lI>'+ ~ lI>'}' (2.4) 
2 Y2 Y2 4 . 

For A « J.1.2 one may omit the last two terms in (2.4). 
The quadratic Hamiltonian arising in this manner can 
be diagonalized. For this purpose we represent cI>(x) 
in the form 

(2.5) 

where I/J A(X) is a complete set of functions subject to 
the equation 

(here m~ are the eigenvalues of (2.6». Substituting 
(2.6) into (2.4) we obtain (neglecting the nonlinear 
terms) 

f {1(d'l")' 1-1' '+" ,}+1~( ,+ "') H~ dx - - - - <P, - <p,. - '" m, b' • 
2 dx 2 4 2 , 

(2.6) 

(2.7) 

It is now easy to determine the masses of the parti­
cles corresponding to small oscillations of the string 
near the unusual equilibrium pOSition. These masses 
are defined as the eigenvalues of the operator H - Eo, 
where Eo is the energy of the genuine vacuum with 
zp = ± j1. A -1/2. This yields the mass spectrum 

Here Mo is the difference between the first term of 
(2.7) and its vacuum value 

(2.10) 

Substituting (2.10) into (2.9) and thus renormalizing the 
mass we arrive at the conclusion that after this the 
quantum correction has a finite magnitude. Apparently 
this assertion is valid for any renormalizable theory: 
after appropriate renormalizations the mass of the ex­
tremon is finite. 

The reasoning used in relation with Eq. (2.8) assumed 
that the nonlinear terms are small. One could have 
doubts about this assumption, since the problem always 
involves one or several oscillators of zero frequency. 
Their existence is related to translation invariance or 
to other invariance properties violated by the classical 
solution. Thus, with translations one associates a level 
with 

1/1,=d<pJdx, 

with rotation one associates three levels with 

1/10,0=[ x d~ L<p, 

etc. In spite of the vanishing eigenfrequencies, the 
quantum corrections do not involve infrared divergences. 
Physically this is related to the fact that the indicated 
modes are motions of the extremon as a whole, and for 
sufficiently slow motions they cannot strongly affect 
the spectrum. A formal proof of this fact and a calcula­
tion of the moments of inertia of the extremon form the 
subject of another paper. 

We have thus arrived at a simple quantization 
scheme for the classical solutions. We see that it is 
necessary first to find a stable stationary solution of 
the classical equations; secondly, to investigate the 
spectrum of small oscillations in the neighborhood of 
this solution and thirdly, to make use of Eq. (2.8). For 
small coupling constants this procedure yields the 
spectrum up to a dimenSionless coupling constant. 

M,='1,1'2/l'li., (2.9) 3. THE YANG-MILLS FIELD WITH SU(2) SYMMETRY 

The second term gives the change in energy of the zero­
point oscillations and l s are integers. 

Equation (2.8) is not related to the concrete model 
and yields a general prescription for calculating the 
masses of extremons in theories with small coupling 
constants. Corrections to this formula involve the first 
(and higher) powers of the coupling constant and can in 
prinCiple be calculated. 

An explicit expression for the second term in (2.8) 
can be obtained making use of a well known method 
from statistical mechanics(5 l , which expresses this 
term in terms of the scattering phaseshifts on the poten­
tial created by the extremon. We do not list here the 
explicit formulas, which are of no special interest, and 
turn our attention to the following important circum­
stance. It is easy to verify that in the one-dimensional 
model 

-} (~mk-~ m,) =c- 11:,,2 In ~ +const, 

where A is the ultraviolet cutoff. Thus, the first quan­
tum correction diverges logarithmically. However, at 
the same time the first term in (2.8) given by Eq. (2.9) 
contains the bare mass 21/2J.1. of the meson (the first 
excitation above the normal vacuum). The physical 
mass of the meson is given by 
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In this section we investigate extremons in theories 
with broken SU(2) gauge symmetry.·· Two types of 
symmetry breaking are pOSSible, which have to be con­
sidered separately. In the first case the Higgs field is 
an isovector and in the second case it is an isospinor. 
In the theories of weak interactions these two cases 
correspond respectively to the Georgi-Glashow and 
Weinberg models. 

We start with the first case. Following the program 
outlined in the preceding section we find for the Higgs 
field extremal boundary conditions which are topolog­
ically inequivalent to the usual ones. The Hamiltonian 
for the Higgs field has the form (the Yang-MillS field 
has been temporarily switched off) 

H= H+n.2+-{-(01/1.)'+V (~'!l.' )ld'x, (3.1) 

where a = 1, 2, 3 is the isospin index. If one introduces 
the unit vector na , such that I/Ja = una, the potential 
energy in (3.1) takes the form 

u= S {-{-(OU)2+-{-u'(Ona)2+V(u') }d'x. (3.2) 

Let us consider the contribution to (3.2) from large 
distances, where u - u"" and ~ is defined by the con­
dition V'(uoo) = O. We have 

u .. {u oo ' ~ M(Ona)'d'x. (3.3) 
a 
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The minimum conditions for (3.3) yield all possible 
boundary conditions at infinity. We denote by (J and ¢ 
the polar and azimuthal angles of the vector na in iso­
space. The extremal equations are of the form 

y'O='hsin20(V¢)" V(sin'OV¢)=O. (3.4) 

We shall search for the solution of (3.4) in the form 
(J = (J (J) and ¢ = ¢( cp), where J and cp are the corre­
sponding angles in ordinary space. Then Eqs. (3.4) re­
duce to the form 

~(sinit~)=~sin20_1_(drf»', d'¢ =0. (3.5) 
dit dit 2 sin it d<p d<p' 

Together with the continuity condition the second equa': 
tion of (3.5) yields ¢ = ±ncp (n is an integer). The first 
equation can be integrated by introducing the independ­
ent variable In tan(J/2). The regular and continuous 
solutions have the form 

6=2 arctg {[tg ~] n}. 8=2 arctg {[ ctg ~ ] n}. (3.6) 

In order that these solutions be physically meaning­
ful, we have to verify that they are stable, i.e., that they 
indeed realiz.e a minimum of the functional (3.3). We 
have succeeded in showing this in the simplest case 
n = 1 (cf. Appendix); for n> 1 the problem remains 
open, although, in the opinion of the author, there is 
stability also in these cases. Therefore below we con­
centrate our attention on the case n = 1: 

(3.7) 

which we deSignate as the "hedgehog" (the "quills" of 
the hedgehog which determine the direction of the Higgs 
field are directed along the radius-vectors in ordinary 
space; solutions with n '" 1 could be called twisted 
hedgehogs. We note that the number n is the "degree 
of the mapping" of a sphere onto a sphere, as defined in 
topology). 

After imposing the boundary conditions (3.7) one can 
search for a minimum of the potential energy of the 
Higgs field by means of the trial function 

",.=x.u(r)lr. (3.8) 

Substituting (3.8) into the Euler equation yields 

hedgehog is not an extremon. However, in the sequel we 
shall construct extremon states, either by filling up the 
hedgehog with a Yang-Mills field or conSidering pairs 
of oppositely oriented hedgehogs. 

Let us go over to a study of hedgehogs which appear 
in theories with an isospinor Higgs field /fl. It should 
be stated from the beginning that the hedgehogs which 
are obtained in this case are unstable. Nevertheless we 
list the solutions for the extremal equations (the ex­
tremum is now no longer aminimum) in the hope that 
by means of the introduction of some additional fields 
it will be possible to stabilize the hedgehog. We search 
for the solution at infinity in the form of a rotated 
standard solution 

",=u~R(x) (~), x--+ "", (3.11) 

where R(x) is a matrix from the SU(2) group which 
must be determined from the condition that the bound­
ary conditions (3.11) be extremal. This extremality 
must be ensured for the functional 

u= f {a",+a",+v(",,1jJ+)}d'x""u~' J (VWVR),,+ ... 

= -+u~' J Sp(VWVR)+ ... ; (3.12 ) 

the terms omitted in Eq. (3.12) give a finite contribution 
to the energy and are inessential for the formulation of 
the boundary conditions at infinity. 

In order to determine the extremals of the functional 
(3.12) we parametrize the matrices R by means of Euler 
angles: 

- ( a,or) (a"~ ) (a,a ) R=exp i2 exp iT exp iT . 

After relatively simple calculations we obtain 

u=+u~' J d'x{(Va)'+(V~)'+(Vl)'+2V1VacosM· 

(3.13) 

(3.14) 

We shall look for solutions for which ex = - y. In this 
case the functional (3.14) is equivalent to the functional 
(3.3) if one identifies {3/2 - (J, ex - ¢. Therefore we 
find a solution of the hedgehog type: 

a=<p, ~=2{). (3.15) 

1 d(,dU) (,2) , -- r -. + /l-- U-AU=O. 
r' dr dr r' 

(3.9) The corresponding boundary conditions for /fI have the 
form 

In the derivation of (3.9) we have chosen, for the sake 
of concreteness, 

(3.10 ) 

Equation (3.9) has a solution with the asymptotic be­
haviors: 

u(r)-+const·,., r--+O; 

u(r)-+/l'/A, r-+"". 

Such a solution represents a bubble within which the 
Higgs field tends to zero. It is easy to understand quali­
tatively why this bubble is stable: the expansion of the 
bubble is prevented by the volume loss of energy related 
to the term V(u2) in (3.2) and the collapse is hindered 
by the term Ju2(Vn)2d3 x, which yields in the energy dif­
ference a contribution of the order -u:'R (R is the 
size of the bubble). We see that the anomalous boundary 
conditions produce a negative "linear tension" which 
stabilizes the bubble .. 

The total energy of the hedgehog diverges linearly 
owing to the term Ju2(Vn)2d:X, and therefore an isolated 
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( e-i. sin it ) ,p=uoo , X~OO. 
cos {) 

If one now seeks a solution for the whole potential 
energy in the form 

( ri. sin {) ) 
1jJ=u(r) cos{) , 

(3.16) 

(3.17) 

one obtains for u the equation (3.9). As already men­
tioned, the solution (3.17) does not define a minimum of 
the energy. This fact, which is proved in the Appendix 
has an intuitive topological interpretation which will be 
discussed in Sec. 6. 

Thus, we have not found point extremons for the iso­
spinor Higgs field. 

4. SWITCHING-ON OF THE YANG-MILLS FIELDS 

One of the methods of giving the hedgehog a physical 
meaning is filling up the above-mentioned bubble with a 
Yang-Mills field. It is easy to understand without cal­
culations that the SWitching-on of these fields makes the 
mass of the hedgehog finite. Indeed, the infinite mass of 
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the empty hedgehog appears on account of the large­
distance divergence of the integral (3.3) which in turn 
is related to the fact that at arbitrary distances the 
direction of the Higgs field is not uniform in isospace. 
The introduction of the Yang-Mills field makes the 
Hamiltonian invariant with respect to non-uniform rota­
tions in isospace, and therefore the indicated non­
uniformity of directions stops contributing to the energy. 

For a quantitati ve analysis of the problem we write 
the potential energy of the system of Higgs and Yang­
Mills fields (as before we start with the case of iso­
vector Higgs fields): 

u= S d'x{ID,1/J'I'+t/,(F,:)'+V(I1j>I')}, 

(D,1/J) '= 'I7,1/J'+ge"'A,'1/J', 
Fi" o=8iAk a_akA~a+ geabcA/ Ak e. 

(4.1) 

Eq. (4) contains only the "magnetic" part of the energy 
of the Yang-Mills field, since in canonical quantization 
the "electric" part is expressed in terms of the gen­
eralized moments and must be considered as part of the 
kinetic energy (in the gauge A~ = 0). 

Our problem will consist in determining the minima 
of the functional (4.1), which go over into the hedgehog 
solution discussed above as g - O. As before, we shall 
look for the field l/!a in the form (3.8). In order to guess 
the form of the field A~ generated by the field l/!a we 
calculate the current associated to the fie~d l/!a 

On account of (4.2) it is natural to search for the 
Yang-Mills field in the form 

A,'=a(r) e",x •. 

The field strength has the form 
, 

F u,,°=2eillA4 (r) + ~[EIao.x.x{-ei ... .x.x,al-gaZ8Iti.x.XG. 
r 

(4.2) 

(4.3) 

(4.4) 

Substituting these expressions into the Yang-Mills equa­
tion yields 

a" +4r- ta' -3ga'-g'r'a'-g'u'a-gu'r-', 

U" +2r-tu' -2r'u-4gau-2g'a'r'u+I1'U-AU'-O. 

The substitution 

a(r} =b(r) -1/gr' 

leads to simpler equations : 

b"+4r-ti/+3r-'b-g'r'b'-g'u'b=O, 

u"+2r- tu'+ (11'-2g'b') U-AU'-O. 

(4.5) 

(4.6) 

The asymptotic behaviors of the solutions of the system 
(4.6) are: 

r ..... O: U (r) ""r, a (r) ""const; 

(4.7) 

The hedgehog described by Eqs. (4.6) is constructed 
in the follOwing manner. At its center there is no Bose 
condensate and there are Yang-Mills fields. At a char­
acteristic distance of the order of 1/ iJ. the condensate 
u( r) reappears and practically takes on its asymptotic 
value. At another distance of the order 1/ my = 1/ gu..o 
the field a(r) takes on its asymptotic value (4.7). A 
characteristic property of the hedgehog is the fact that 
up to lengths of the order limy it is completely ana­
logous to the empty hedgehog described by Eqs. (4.9). 
In particular, it is not hard to show that the energy has 
the form 
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1 S u oo ' gu oo mv n=-noo ' (Vn)'d'x----,---. 
2. mv g" g' 

Ixl~l/))jv 

(4.8) 

We note that the Yang-Mills field extends to infinity 
in this case: it is easy to verify that the asymptotic 
potential (4.7) yields a nonvanishing field strength. This 
result is related to the fact that in the case of an iso­
vector Higgs field only two out of the three Yang-Mills 
fields acquire a mass. The Bose condensate is impen­
etrable for the massive components, but easily lets the 
massless ones through. The presence of a nontrivial 
vector potential at infinity means, as will be shown in 
Appendix B, that the hedgehog is a magnetic monopole. 

For the isospinor Higgs fields the solution of the 
extremum equations has only a methodological charac­
ter, as already mentioned in Sec. 3. As before, the po­
tential energy has the form (4.1), with the only differ­
ence that 

(4.9) 

where Ta are the Pauli matrices. 

We shall look for the solutions of the extremal equa­
tions in the form (4.3) for Af and (3.17) for ~. In order 
to get the equations it is necessary to calculate the 
quantity 

D'1/J"" V'1/J-ig( 'f,A,') V,1/J- t/,g'(A;,) '1/J. (4.10 ) 

We have 

(4.11) 

From the second equation of (4.11) we determine the 
potentials Ai in spherical coordinates: 

A,=O, A.=ra(r) (-i) 

( 1 -ctg tl'e-'" ) A.=ra(r)sin 6' . . 
-ctgtl'e" -1 

(4.12) 

Making use of Eqs. (3.17), (4.10) and (4.12) we obtain 
the equation for u( r): 

U"++U'+{I1'- g'; [a(r)+ g~ n U-AU'-O. (4.13) 

In order to find the equation for a( r) it is necessary 
to calculate the current associated to the field ~: 

1,'='1 ,ig1jl+,;' V,1/J+ '1,g'1/J+1jlA;,. (4.14) 

We must substitute 

1/J=u(r)R ( ~ ) (4.15) 

into Eq. (4.14), where R is defined by (4.13)' and (4.15). 
This yields 

1,~=ll2igu'(r) {R+,;'V,R- V ,R"" 'f'R} ,,+ 1/2g'U' (r) a(r) e,,,X.. (4.16) 

After rather long calculations which make use of the 
explicit form of the matrix R, we obtain 

1,'='I,g'u'(r) (a(r)+2Igr')e, .. X •. (4.17) 

One can understand Eq. (4.17) also without calculations, 
since the field a( r) = -2/ gr2 is in its entirety related 
to the gauge transformation (the corresponding field 
strength Fij vanishes). It is easy to check that the 

gauge transformation is given by R+. Therefore for 
a(r) = _2/gr2 the covariant derivatives of the field 
R(~) must vanish. This fact is reflected in Eq. (4.17). 

Making use of Eq. (4.17) and remembering Eq. (4.4) 
we find the equation for a(r): 
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a"+ (4Ir) a' -3ga'-g'r'a'='/,g'u'[a(r) +2Igr'J. (4.18) 

Equations (4.13) and (4.18) simplify somewhat if one 
introduces the field 

b(r)=a(r)+2/gr', 

b"+4b'lr+3gb'-g'r'b'-'/,g'u'b=O, 

u" +2u' Ir+ [/L'-'/,g'r'b' (r) J U-AU'=O. 
(4.19) 

Without dwelling on the obvious similarity of the ob­
jects described by Eqs. (4.19) and (4.6), we will under­
line their differences. In the case under consideration 
now the physical Yang-Mills field (Le. F~k) is concen­
trated within a region of size my and decays exponen:­
tially outside this region. At the same time, in the 
case of an isovector hedgehog there is a "magnetic" 
field at infinity which decays according to (4.3) and (4.7) 
as 1/r2. Thus, the isovector hedgehog is a magnetic 
monopole l). This property will be discussed in more 
detail in the Appendix. 

For the quantities F1k one can obtain the estimates: 

F,."ooa (r) 0011 gr'oomv'l g. 

Comparing these two estimates we find that the contri­
bution ofthe Yang-Mills field to the energy is of the 
order mv /g2. Similarly, we convince ourselves that 
the Higgs field is of the same order. We note that these 
estimates are correct if IJ. > mV (a situation analogous 
to vortices in type-II superconductors). In the other 
case the hedgehog has size 1/ J.J. and in place of mv in 
this equation there appears IJ.. 

5. FILAMENT-LIKE ISOMERS 

Until now we have studied isomeric states represent­
ing small balls inside which the vacuum is different 
from the normal vacuum. In the present section we 
shall study filament-like (string-like) objects of the type 
of quantum vortices. For the case of abelian groups 
this problem has already been considered by Nielsen 
and Olesen inlll. We shall therefore study only non­
abelian groups. 

It should be noted that infinite filaments like those 
studied below are devoid of physical meaning owing to 
their infinite mass. However, they can be used as build­
ing material for the creation of extremons (e.g., by 
means of the formation of rotating rings). The problem 
of construction of extremons from filaments will be 
studied elsewhere; h!!lre we shall concern ourselves 
only with the properties of the building material. 

As before we start with the boundary conditions for 
the group SU(2). For this it is necessary to study the 
minima of the functional (3.14). It is convenient to re­
write this functional, replacing the Euler angles by the 
unit vector n which characterizes the rotation axis, and 
by the rotation angle X. Thus the SU(2) matrices are 

R=exP{i ~ (a'n)} , (5.1) 

where 0 < X < 211. Substituting (5.1) into (3.12), we ob-
tain 

U=~Uoo'S Sp VR+ VRd3x=~uoo' S{~(Vx)'+(vn)'Sin2l.}d3x. 
2 2 4 2 

(5.2) 

The expression (5.2) has an intuitive interpretation: the 
group SU(2) is a sphere in four-dimensional space and 
(5.2) is the length element of an arc on this sphere. We 
have to find the minimum of the functional (5.2) search-
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ing for the solution in an axially-symmetric form (the 
filament is directed along the z-axis). 

The problem of boundary conditions for X ((3) and 
n({3) is extremely important, where {3 is the azimuthal 
angle. In going around the filament, Le., when (3 changes 
from 0 to 211, we must obtain the original transforma­
tion of the factor-group u(3) = SU(2)/Z2, since the 
phYSical symmetry group is 0(3). This means that two 
variants are possible 

1) x(2Jt)=x(O), n(2Jt)=n(O), 

2) X(2Jt) =2Jt-X (0) , n(2Jt)=-n(O). 

The possibility of boundary conditions of the second 
type is related to the fact that the matrix R(211 - X, -n), 
although differing in sign from the matrix R(X, n), 
represents the same rotation. There are no minima 
satisfying conditions of the first type, since the energy 
can always be diminished by means of a continuous de­
formation with X = O. However, the boundary conditions 
of the second type are topologically inequivalent to the 
trivial ones and allow the existence of minima. 

The simplest minimum of this type is obtained if one 
chooses X = 11, and picks n from the minimum condition 
for the functional: 

( dn )' S diI d~=min, n(2Jt)=-n(O). (5.3) 

This problem has been studied before in the theory of 
liquid crystals[7l. It was shown that its general stable 
solution represents a uniform rotation of the vector n 
in an arbitrary plane, such that in going around the 
filament n describes a half-rotation. In the special 
case when the plane is chosen perpendicular to the fila­
ment axis the motion of n is described by the equations 

n=(cos~l2,sin~I2,O), X=Jt. (5.4) 

Thus, in the case of the group SU(2) there exist two 
types of boundary conditions. At the same time in the 
abelian case of the group 0(2) the number of types is 
infinite, since in going around the filament the phase of 
the field can change- by 211m, where m is an arbitrary 
integer. 

We have shown that for the group SU(2) there exists 
only one type of boundary conditions leading to filament 
isomers. However, for this type of conditions there 
exists a continuous infinity of solutions for l/ (8) and 
n({3) leading to the same energy. Indeed, the plane in 
the four-dimensional space in which the 4-vector 

- -- -- ----

U= (cos~ nsinl.) 
2' 2' 

rotates can be arbitrarily situated. In addition, the 
direction of rotation of the vector n as one goes around 
the Circle, can take on two values. These results should 
be interpreted in the following manner. The wave func­
tional of the ground state of the isomer does not depend 
on the orientation of the rotation plane. Therefore all 
positions of this plane are equally likely. 
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In the general case the number of different boundary 
conditions is equal to the connectivity of the group under 
consideration or, what amounts to the same, the dimen­
sion of the center of the universal covering group. In 
the case of SU(3) there are, thus, three types of bound­
ary conditions. We-stress the fact that these conclu­
sions refer only to filament-like objects. The filaments 
for the group SU(3) are characterized by the fact that in 
going around the filament the SU(3) matrices are multi­
plied either by exp[21Ti/3) or by exp[41Ti/3) 
= exp [ -21Ti/ 3]. This shows that a fusion can take place 
either between three filaments of one type or between a 
pair of filaments of different types. If one imagines that 
inside the filaments there are fermions and interprets 
the fermion captured by the filament as a quark, then 
normal states of such a system can be formed either 
out of three quarks, or out of a quark and antiquark (cf. 
the figure). 

We shall not write down the equations for the gauge 
field which fills up the filament, since the physical con­
sequences of this are the same as for the cases con­
Sidered before. The field strength is concentrated in­
side the filament and decays exponentially from the ex­
terior over a length of order 1/ my. The mass per unit 
length of an isolated filament becomes finite and has the 
order of magnitude 

I-' mv' I-' 
p-u~'log---z-log-. 

mv g m", 
(5.5) 

The logarithm appeared on account of the contribution of 
the term (V ·n) in the region 1//-L < x < l/my._ 

6. ISOMERIC STATES AND TOPOLOGY 

In this section we give a qualitative analysis of the 
properties and origin of the isomer states. This analy­
sis is necessary for understanding the degree of gen­
erality of the results obtained above. 

We start with the simplest case, the one-dimensional 
"inflection" of Sec. 2. What prevents the disappearance 
of this inflection? It is obvious that only the unusual 
boundary conditions: qJ(±JO) = ±/-LX-I/z are responsible 
for this. If we had c.p (± "") = ± J-1. X -liZ, then it would be 
energetically advantageous to remove any deviation of 
c.p(x) from a constant. This reasoning shows that for the 
existence of the extremon it is necessary that a rigor­
ous symmetry group exist (in order that the states with 
+J-1.X- 1I2 and _/-LX-liZ have the same energy) and that a 
condensate be present (otherwise the only possible 
boundary condition is qJ (±oO) = 0). 

The boundary conditions must be such that it should 
be impossible to transform them into the trivial boUnd­
ary condition by means of a continuous deformation. 
Thus, if in the one-dimensional model considered above 
the field c.p(x) is complex, then, although the formal 
solution (2.3) continues to exist, it turns out to be un­
stable. Indeed, by means of a continuous rotation of the 
phase of the field c.p(x) one can then reduce the boundary 
conditions to the trivial ones. Formally one can con­
vince oneself of the instability in the following manner. 
Owing to the independence of the energy of the constant 
phase the variations of the field 

6'l'(x) ~i8'l"<:X) 

do not change the energy. Therefore the corresponding 
Schrodinger equation must have a zero eigenvalue (com­
pare with the reasoning in Sec. 2 relative to oqJ 

= Edc.pc/dx). The corresponding eigenfunction is c.pc(x) 
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and consequently it has a zero. Therefore there exists 
one level with a negative eigenvalue which signifies the 
instability of the extremon (in this case in place of a 
minimum there is a saddle point). 

Let us consider from this point of view the extremons 
of the hedgehog type. The hedgehogs in the isovector 
Higgs field can be considered as maps of the unit sphere 
in three-space onto the unit sphere in isospace. Such a 
mapping is given by the equations (3.6). Trivial boundary 
conditions correspond to n = 0 in that equation. The 
number n is the "degree of the map" as defined in 
topology[Bl. It is known that mappings of different de­
grees are not homotopiC, i.e., they cannot be continu­
ously deformed into one another. This fact explains the 
stability of the hedgehog. 

In the isospinor case one associates to each point of 
the unit sphere in three-space a transformation in SU(2). 
However, the transformation which results is not in 
general continuous with respect to the group SU(2), since 
to near-lying points on the sphere there might corre­
spond SU(2) matrices differing in sign (the sign of an iso­
spinor is chosen by convention, if isospin is conserved). 
Therefore the mapping obtained in this manner is con­
tinuous if one can conSider it as a mapping of the sphere 
onto the factor group O( 3) ~ SU(2)jZz. It is known from 
topology that any mapping of the two-dimensional sphere 
onto the group 0(3) can be continuously deformed into 
the trivial mapping[81• Therefore, it is not surprising 
that the solution we have found for the isospinor hedge­
hog is unstable. 

Indeed, in the general case the hedgehogs are map­
pings of the unit sphere onto Higgs fieldS at large dis­
tances. These fields either determine uniquely a trans­
formation from the symmetry group (as was the case in 
the isospinor situation), or determine it up to a sub­
group (in the isovector case-the last Euler rotation). 
In each concrete case a classification of such mappings 
can be carried out by means of methods from topology 
(determination of the homotopy groups). 

The same reasoning applies to filamentlike isomers, 
only in this case one does not map a sphere but a circle. 
It is easy to understand why in this case there are 
several classes of inequivalent mappings, the number 
of classes being equal to the connectivity of the group. 
This follows directly from the definition of connectivity. 
Therefore, for the group 0(2) we have an _infinite num­
ber of different vortices (characterized by integers), 
for 0(3) there is only one class of nontrivial mappings, 
and consequently filaments of one type only. 

For the group SU(3) a filament is characterized by 
its triality, which can take on two values, so that in 
going around the filament the SU(3) matrices are multi­
plied either by exp( 21Ti/ 3) or by exp ( 41Ti/ 3). 

What was said requires an important remark. What 
in fact do we have in mind when we talk about the con­
ventionality of the sign of an isospinor? In order to 
clarify this let us consider the discrete analog of the 
Hamiltonian (3.12): 

H~ID .EL~ (Ijl,:,.-Ijl,) (Ijl,: •• -Ijl,)+V(Ijl,+Ijl,) }. (6.1) 
r.e 

Here l is the size of the cell of the cubic lattice we have 
introduced, al,Z,3,4 are the basis vectors of this lattice. 
After substituting 1/!r = Rrc.p, where qJ is some standard 
spinor and Rr is a matrix from SU(2), the Hamiltonian 
takes the form 

A. M. Polyakov 993 



' .• 
=ZD .E2 (<p+, +(1-R'R,~.J<P) +V(<p'). (6.2) 

' .• 
Let us now assume that two neighboring matrices Rr 
differ in sign: Rr+a"" -Rr . It is clear that in (6.2) such 
a situation leads to a tremendous energy, which becomes 
infinite as l - O. Therefore the boundary conditions 
(5.3) are inadmissible for the Hamiltonian (6.2) and 
there are no isomeric filaments. 

However, the transition from the continuous Hamil­
tonian (3.12) to the lattice Hamiltonian is not unique. . 
Consider in place of (6.2) the expressions 

H=ZD .E l~ {<p+[~-(R,R,: •• +R,+~R'+)'l<p+V(<p+<p)}. (6.3) 
' .• 

In the continuum case 

R,+ •• ""'R,+l fJRlfJr.+'/,I' fJ'RlfJr.'. (6.4) 

Substitution of (6.4) into (6.3) and an integration by 
parts taking into account the condition R+R = 1 lead to 
the correct Hamiltonian (3.12). But in the lattice Hamil­
tonian (6.3) the boundary condition Rr+aa "" -Rr is 
quite acceptable! 

Thus, the problem of the possibility of nonabelian 
filament isomers unexpectedly turns out to be related 
with the structure of the theory at ultras mall distances. 
We can only assert that there exists a method for ex­
tending the theory into this region for which nonabelian 
filament isomers must appear. 

The last question which we would like to discuss in 
relation to the isomer states is the automatic appear­
ance of new conservation laws. Let us consider the 
one-dimensional model and show that the parity of the 
number of existing extremons is conserved. Indeed, let 
two normal particles collide. Can a single extremon be 
produced? It is clear that an infinite time will be re­
quired for this, since one must transfer the field in an 
infinite region of space from the state with cp = -f!. A -1/~ 
into the state with cp = 'I1J.A -1/2. This barrier penetration 
has probability ~e-"" = O. At the same time nothing pre­
vents the formation of a pair of extremons, since for 
this the field has to jump the barrier only in a finite 
region of space. 

Generalizing this result one may say that the degree 
of the map of the space onto the internal symmetry 
group is a conserved quantity. In particular, the mag­
netic charge of the hedgehog is conserved. We will call 
such quantum numbers topological. 

One can obtain a formal proof of all this by repre­
senting the transition amplitude in the form 

A 00 f D<p (x, t) e'·, 

where S is the classical action. The integration is to 
be carried out over those cp(x, t) such that cp describes 
the hedgehog as t - - 00 and cp describes its decay 
products as t - +"". However, on account of the topo­
logical inequivalence of CPin(x, t) and CPout(x, t) there 
is no path cp(x, t) continuous in time jOining these two 
states. Therefore for any cP (x, t) the action is S = 00. 

It is tempting to assume that all conservation laws 
existing in nature have a topological character, but at 
the present time I do not know how to realize this pos­
sibility. 
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It should be noted that in prinCiple there could also 
exist nontopological extremons. The geometric picture 
may be such as pictured in the Figure. As is apparent 
from the figure, the line going around the handle of the 
dumbbell has minimal length, but moving it upward, one 
can contract it into a point. We do not know whether 
there exist classical solutions of this type. If they 
would then, as L. B. Okun' has remarked, they would be 
metastable states. 

I am profoundly grateful to V. L. Berezinski'i, A. I. 
Valnshteln, Ya. B. Zel'dovich, L. B. Okun', L. D. 
Faddeev and A. S. Shvarts for important discussions 
which have clarified many questions which were unclear 
to the author. In addition, it is my pleasure to thank Ya. 
G. Sinal for intuitive explanations of the basic concepts 
of topology. 

APPENDIX A 

STABILITY OF THE HEDGEHOGS 

We show that the extremal (3.7) of the functional (3.3) 
is a minimum. Consider the first and s.econd variation 
of the functional: 

F= f {(Vn)'+p(x)n'}dQ, (A.l) 

where p (x) is a Lagrange multiplier. The condition 
OF = 0 implies 

V'n=p(x)n. (A.2) 

Substituting n in the form (3.7) we find that p = -2. We 
must now investigate the eigenvalues of the second vari­
ation: 

6'F= f {(V6n)'-2(6n)'}dQ, 

V'6n+26n=-A.6n 

(A.3) 

(A.4) 

with the condition that n· on = O. It is obvious that the 
stability condition is A ~ O. From (A.4) we find 
A = l (l + 1) - 2, where l ~ 1. The latter restriction ap­
pears on account of the fact that for l = 0 the variation 
on = const and consequently n' on .. O. The zero eigen­
value with l = 1 corresponds to the possibility of rota­
tion of the hedgehog as a whole. 

Let us now prove the instability of the solution for 
the isospinor Higgs field. In this case the expression 
(3.14) can be rewritten according to (5.2): 

, 
F= .Ef dQ(Vv.)', (A.5) 

where lIa is a unit vector in four-space. It is easy to 
verify that the Lagrange multiplier corresponding to 
the solution (3.15) is again -2. This leads to the equa­
tion (A.4) for {')IIf!.' However, now l = 0 is admissible, 
since the solution (3.15) corresponds to 

and selecting 1illi = 0, 0114 = const we satisfy the condi­
tion ~1If!.1iIlf!. = O. 

Thus there is an eigenvalue A = -1, which means. 
instability. 

APPENDIX B 

We show that if one identifies the massless com­
ponent of the vector field with the photon the hedgehog 
exhibits a magnetic charge. We go over to a gauge 
where the Higgs field at infinity is directed along the 
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third axis. For this it is necessary to carry out a rota­
tion in isospace characterized by the Euler angles: 

a='1', ~=e, l=l(r, e, '1') (B.1) 

(the last Euler angle is of course arbitrary, it is a rota­
tion of the vector around itself). We consider the 
quantity 

(B.2) 

As can be seen from (3.8) and (4.3), before the rotation 
AJ.1. = O. After the rotation AJ.1. changes, since the term 
TrTR+ aR/ax is added to AJ.1.' Thus after the rotation 

A,'=Sp'r,WaR/ax.. (B.3) 

Making use of (B.3) and the well-known expression of 
R in terms of the Euler angles, we obtain 

(B.4) 

Going over to spherical coordinates, we obtain from 
(B .4) and (B .1) 

A.= (~+cose)-.1-. -, A, =~~ 
ii'll rsme r 00 ' 

A-~ ,,- a·r . (B.5) 

The magnetic field corresponding to the potential (B.5) 
is 

H=-1/I". (B.6) 

The Dirac potential is obtained from (B.5)" if one takes 
r = -cp. Then the Dirac string is directed oppositely to 
the z axis. 

It is remarkable that (B.6) is valid even at small 
distances. But, it is clear that the magnetic field ac­
quires a physical meaning only far from the hedgehog, 
where the test particle is not subject to the action of 
the charged components of the Yang-Mills field. In addi­
tion, these components act inside the filament and the 
potential (B.5) is valid only far from it. 
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I)This fact has been brought to my attention by L. B. Okun'. Somewhat 
later we have received the preprint [6) of 'tHooft containing the same 
conclusion. Cf. also [4). 
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