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Fracture of the magnetic sublattices of gadolinium iron garnet in the vicinity of its magnetic compensation 
temperature Te = 285.5 K is investigated. The study is carried out in both stationary and pulsed fields, with 
H /I [III], by measuring the angle of rotation of the plane of polarization of linearly polarized light and 
measuring the change of the ellipticity of circularly polarized light. The results are discussed from the 
viewpoint of the three-sublattice model of the GdIG. Equations in the H- T plane defining the limits of 
existence of collinear and skewed phases of a three-sublattice ferrite with cubic magnetic anisotropy are 
obtained by the molecular-field method. Approximate analytic expressions which are valid near Te , are also 
obtained for the phase boundaries, for the characteristic magnetic fields, and for the temperature intervals 
on the phase diagrams at H II [100] and H II [III]. The experimental results are compared with the 
calculations. The model of rigid coupling of the iron sublattices is insufficient even for a rough quantitative 
description of the phase boundaries of rare-earth iron garnets near To and allowance must be made for the 
resultant noncollinearity of magnetic moments of the iron sublattices. The observed temperature and 
magnetic hysteresis and nonmonotonic variation of the ellipticity of circularly polarized light indicate that 
the magnetic structure of GdIG becomes stratified during the fracture of its sublattices. 

It is known that a sufficiently strong magnetic field 
can disturb the collinearity of the magnetic moments of 
the sublattices of a ferrite. The behavior of an iso­
tropic ferrite in a magnetic field was first considered 
by Tyablikov[l] and by Gusev and Pakhomov[2]. A con­
firmation of the general conclusions of the theory has 
been obtained in experimental investigations of rare­
earth iron garnets near their magnetic-compensation 
temperature[3-12], when the critical intensity of the mag­
netic field can be attained by usual methods, and the 
crystallographic -anisotropy energy is low. Comparison 
of the critical fields of the transition to the noncollinear 
phase of a magnetic system, obtained experimentally 
for the same iron garnets by various methods, shows 
that these values differ sometimes significantly (for 
example, in the case of gadolinium iron gar­
net[7,9,lO,6,B,12]). The discrepancies exceed the experi-
mental errors. It seems that the disparities are due to 
the complicated character of the process of the fracture 
of the sublattices in real crystals and to the different 
sensitivities of the various experimental methods to the 
appearance of the noncollinear phases. The experi­
mental results obtained for iron garnets near Tc in 
relatively weak magnetic fields up to 105 Oe are fre­
quently compared with calculations performed in the 
two-sublattice-model approximation (the coupling be­
tween the iron sublattice is assumed rigid, Aad " oX)). 
However, allowance for the finite exchange-interaction 
energy between the iron sublattices can significantly 
alter the form of the phase diagram of the iron gar­
nets[9,13J. In addition, the magnetic-anisotropy energy, 
while small in iron garnets near Tc, leads to qualita­
tive changes of the sublattice fracture[14,15], and it must 
also be taken into account in the analysis of the canted 
phases and in fields greatly exceeding the anisotropy 
energy. 

In this paper the fracture of the sub lattices is inves­
tigated in gadolinium iron garnets with the aid of mag­
neto-optical methods. The results are discussed within 
the framework of the molecular-field theory with allow­
ance for the three-sublattice structure of the gadolinium 
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iron garnet (the coupling between the iron sublattices is 
not assumed to be rigid), and with allowance for its 
magnetic crystallographic anisotropy energy. 

1. EXPERIMENTAL PROCEDURE 

1. To determine the critical value of the magnetic 
field intensity and the temperature at which the col­
linear structure of the ferrite is disturbed, we make 
use of the fact that the optical properties of a magnetic 
crystal depend on the orientation of the magnetic mo­
ments of the sublattices relative to the light-propaga­
tion vector. In the general case, they depend also on the 
orientations of the moments relative to the crystallo­
graphic directions, and the problem of reconstructing 
the direction of the magnetic moment is complicated 
and laborious even in the case of collinear magnetic 
structures. However, it can be greatly simplified in 
special situations (predominance of one of the magneto­
optical effects, small angle between the resultant optical 
axes in the cubic crystal). In the case of iron garnets, 
by selecting the rare-earth iron and the spectral region, 
it is possible to make the contribution of one of the sub­
lattices predominant, so that the motion of the magnetic 
moment of the chosen magneto-optically active sublat­
tice can be traced. 

The simplest rare-earth iron garnets, from the 
optical and magnetic points of view, is the gadolinium 
garnet, in which the electro-dipole contribution of the 
gadolinium sublattices to the circular birefringence is 
negligible in the visible region of the spectrum. Its 
contribution to the linear birefringence ~n[l6,17] is also 
small. Moreover, the ratio ~nMII[11lj/~nMII[1001 in 
GdIG is c lose to unity and the maximum angle between 
the optical axes is less than 13°. On the other hand, the 
additional change due to the fracture of the sublattice is 
very small, since it is determined only by the angle be­
tween the magnetic moments of the iron sublattices. 
The latter, at the employed magnetic -field intensities 
(up to 105 Oe), does not exceed several degrees. Thus, 
the gadOlinium iron garnet can be roughly regarded as 
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an optically uniaxial crystal whose scattering charac­
teristic is not deformed when the sublattices are frac­
tured. 

The geometry of the experiments discussed in the 
paper is always longitudinal-the magnetic-field in­
tensity H is collinear with a light propagation direction 
k. The incident light has a linear or a circular polari­
zation. We measured either the angle of rotation of the 
polarization plane (case of linear polarization of the 
incident light) or the deviation of the ellipticity of the 
light passing through the sample from unity (when the 
incident light is circularly polarized). 

Rotation of the polarization plane in iron garnets in 
the visible region of the spectrum is due almost en­
tirely to circular birefringence, provided only that the 
angle between k and M is not close to rr/2. The maxi­
mum possible rotation angle (at k 1 M), which is due 
to linear birefringence, amounts to not more than 
several percent of the maximum (at k II M) Faraday 
rotation, and can make a noticeable contribution only at 
a small value of the projection of the magnetic moment 
on the light propagation direction. The dependence of 
the Faraday angle of rotation of the polarization plane 
of the light on the direction of the magnetic moments 
of the iron-garnet sublattices can be represented in the 
form 

«D=D(ro)M,,+A(ro)M,,+C(ro)M,,+«Dres+F(ro)H. (1) 

Here <l>res is the contribution made to the rotation by 
the magnetic-dipole resonant absorption in the radio­
frequency and in the far infrared regions of the spec­
trum; Miz are the projections of the magnetizations of 
the d, a, and c sublattices on the light propagation 
direction; A, D, and C are frequency-dependent propor­
tionality coefficients between the Faraday rotation and 
the magnetization of the corresponding sub lattices . The 
last term is due to the action of the magnetic field on 
the excited high-temperature states of the crystal. The 
contribution of the remaining terms in (1), for light of 
wavelength 6328 A, can be characterized in order of 
magnitude by the values A = -330 deg/cm-f.LB, 
D = -190 deg/cm-jJ.b, C = -2.3 deg/cm-fl.B, 
F = -2 deg/cm-kOe, and <l>res = 4 deg/cm(18]. When 
estimating the coefficient C, we used the results ofl19]. 

Confining ourselves to the three most important 
terms (incurring thereby at an error of less than 2%) 
we can write 

(2) 

Here <1>10 =DM1cos n1rr and <l>20=AM2cosn2rr are the 
spontaneous rotations of the sublattices; n1 = 0 if 
Mi II k and ni = 1 if Mi II k; <1>0 = <1>10 + <1>20 is the re­
sultant spontaneous rotation; fJ = 7'2 ( fJ 1 + (] 2), I/J = 7'2 ( (j 2 

- (] 1), and fJi is the angle between the directions of the 
moments of the sublattice in the initial collinear and 
canted phases. In fields up to 105 Oe, the second term 
can become significant only at fJ ~ rr/2, remaining 
small in absolute value since the angle I/J of the fracture 
of the iron sublattices is close to 1°. If we neglect this 
angle, then, measuring <I> and knOwing F as well as the 
spontaneous rotation <1>0, we can determine the angle (] 
by which the magnetic moments of the iron sublattices 
deviate from the direction of the field H, provided the 
turning of the sub lattices is uniform over the sample. 
In any case, the decrease of the rotation, other than that 
due to the term FH, indicates a turning of the sub-
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lattices and consequently the appearance of a noncol­
linear structure in the magnetic field. 

Information concerning the turning of the sublattices 
can be obtained also from the linear birefringence. In 
the considered uniaxial-crystal apprOXimation at k II H, 
it is equal to 

~n=t1no sin' B. 

Here ~no is the spontaneous linear birefringence in a 
direction perpendicular to the optical axis. 

(3 ) 

2. We have measured the dependence of the angle of 
rotation of the light-polarization plane and of the linear 
birefringence in a gadolinium iron garnet as a function 
of the magnetic field intensity at a fixed temperature, 
and as a function of the temperature at a constant mag­
netic field. The magnetic field was produced by a 
pulsed or by a superconducting solenoid. The pulsed 
field intensity at a pulse rise time to the maximum 
of about 3 x 10-3 sec reached 150 kOe, while the con­
stant field intensity was 50 kOe. 

The investigated samples were mechanically 
polished plates of gadolinium iron garnet of approxi­
mate thickness 50 jJ. and area up to 10 mm2 • The sam­
ple was placed in a copper capsule, which was mounted 
on cold finger in a pulsed solenoid. In the stationary 
measurements, the capsule was placed in a cell filled 
with the heat-exchange gas. The temperature was 
measured with copper-constantan thermocouples. The 
absolute error in the measurement of the temperature 
was estimated by us at apprOXimately ± 0.2°K, and the 
relative error at ±O.l°K. The change of sample tem­
perature under adiabatic demagnetization, in the case 
of pulse measurements l7 ], does not exceed the experi­
mental errors and is disregarded in the analysis of the 
results. The temperature gradient at the sample was 
monitored with thermocouples and did not exceed 
O.Ol°K/mm. An electronic stabilizer maintained the 
temperature setting within ± 0 .01°K. The temperature­
scanning rates during the plotting of the temperature 
dependences ranged from 10-3 to 1O- 2 °K/ sec. 

The light sources where a helium-neon laser with 
emission wavelength 6328 A or an incandescent lamp 
with a filter in the spectral region near 5800 A. 

The angle of rotation of the polarization plane was 
registered in the stationary measurements automatically 
by a null method using a Faraday cell as a compensator. 
The modulator was either a vibrating analyZer (polaroid 
film) or a Faraday cell with benzene. When working with 
the pulsed solenOid, the rotation was measured by an 
indirect double-beam method. The analyzer was a 
Wollaston prism. The dependence of the rotation of the 
plane of polarization on the magnetic field intensity was 
registered in the pulsed measurements with an oscillo­
gram whose coordinates were the rotation and the field 
intensity. In the stationary case, we used either an 
x-y recorder or a single-coordinate recorder with a 
temperature or field marking device. 

To measure the linear birefringence we used a 
method that has low sensitivity to circular birefring­
ence. Its scheme is shown in Fig. 1. The circularly 
polarized light obtained with two phase plates under­
went a change of ellipticity after passing through the 
birefringent sample. After passing through an analyzer 
rotating at a frequency 0, the light intensity was modu­
lated at the frequency 20. The modulation depth e/L 
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FIG. I. System used to measure the linear birefringence. 

depends on the phase shift t::. = (1\ 2 + 4 p2 )1/2 between the 
optical modes propagating in the crystal and on the 
contribution 1\ = t::.nl/X made to it by the linear bire­
fringence: 

L 
~=siu2e, sinE =6sinTo (4) 

At small angles t::., the depth of modulation does not de­
pend on the circular birefringence and is equal to the 
phase shift introduced only by the linear birefringence 
I~/L = 1\. The phase of the modulated signal is deter­
mined by the azimuth of the principal plane in the sam­
ple, as determined by the propagation vector k and the 
optical axis. Using a reference light beam modulated 
by the same analyzer (not shown in Fig. 1), we can 
measure the azimuth of the principal plane with the aid 
of a phase meter. 

2. EXPERIMENTAL RESULTS 

1. Typical oscill.ograms illustrating the behavior of 
the Faraday rotation with increasing magnetic-field 
intensity at various temperatures close to Tc are 
shown in Fig. 2. Similar plots for the case of a station­
ary field are shown in Fig. 3. The rotation angle shown 
in Fig. 3 is the combined angle of rotation of the plane 
of polarization by the sample and by the windows and 
lenses of the optical system. The contribution made by 
the optical parts is shown dashed in the same figure. 

We have arranged the parts of the optical system in 
a way as to cancel out the garnet rotation that varies 
linearly with the field (the term FH in (1)), whose sign 
is opposite to the diamagnetic rotation in the glasses of 
the optical system. The stray fields of the pulsed sole­
noid at the locations of the windows and lenses were 
negligible, and the measured rotation angle was close 
to the rotation angle of the polarization plane in the 
sample. The temperature dependences of the rotation 
of the plane of polarization and of the phase-shift angle 
1\ due to the linear birefringence produced by turning of 
the sublattices are shown in Figs. 4 and 5. 

Examination of Fig. 3 shows that in a certain tem­
perature range near Tc the angle of rotation of the 
polarization plane in the sample does not reac h its 
spontaneous value 4>0 = 4>( H - 0), which is determined 
far from Tc at any field intensity. In apprOximately the 
same temperature region, the plots of the rotation 
against the magnetic field, in both pulsed (Fig. 2) and 
stationary fields (Fig. 3), reveal two characteristic 
singularities of the kink type at field intensities H' and 
H". 

On the plots of the angle of rotation of the polariza­
tion plane against the temperature one can also separate 
several singularities, at which the character of the be­
havior of the Faraday rotation changes. Thus, after the 
temperature T1 is reached, the rotation decreases with 
further approach to the compensation temperature. In 
fields exceeding 25 kOe, a distinct kink is observed at 
T1, but in fields weaker than 10 kOe, the singularity is 
weakly pronounced. To determine T1 at low field inten-
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FIG. 2. Oscillograms illustrating the dependence of the Faraday ro­
tation in gadolinium iron garnet near Tc = 285 .5°K on the intensity of 
the pulsed magnetic field (X - 5800 A; the leading front of the magnetic­
field pulse was used; a) T > Tc, b) T < Tc. 

296K 

10 zo :to 40 5U 
II, kOe 

FIG. 3 

w 

-f,O 

fa 

:r e 
"'. -1.0~ 
~ .~~~~~~~~~ 
~ 

-f.O 

-f.O 

~~~~~,~~ 
I 

280 285 290 295 
T,K 

FIG. 4 

FIG. 3. Behavior of Faraday rotation (X = 6328 A) in GdIG near Tc 
as a function of the stationary magnetic field intensity. The dashed 
straight line shows the Faraday rotation of the windows of the cryostat 
and of the lenses of the optical system. 

FIG. 4. Temperature dependences of the magnetic rotation of the 
polarization plane in GdIG near Tc at constant magnetic-field intensities, 

sities, the sections of the 4>( T) curves closest to T1 
were replotted in logarithmic coordinates, in which they 
took a near-linear form. A distinct kink could be ob­
served at the temperature T2, beyond which the rota­
tion decreases rapidly. With increasing field intensity, 
T2 approaches T1, the kink at T2 becomes weakly pro­
nounced and cannot be observed in fields H> 30 kOe. 
In the immediate vicinity of Tc , starting with the tem­
perature T 3, an inflection of the curve is observed in 
fields exceeding 10 kOe. The region of the inflection 
broadens with increasing field intensity. 
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FIG. 5. Change of the ellip­
ticity of circularly polarized 
light in noncollinear GdIG, 
kliHIl [lll). 

FIG. 6. Hysteresis of 
Faraday rotation in a pulsed 
magnetic field in a gadolinium 
iron garnet near T c (the time 
during which the field builds up 
to the maximum is -3 X 10-3 

sec); I) T = 286.8 K, 2) T = 292.3 
K. 

The temperature limits of the region of existence of 
linear birefringence in gadolinium iron garnet can be 
determined at H II k with a large error. Nevertheless, 
the obtained values of H' and Tl agree with the corre­
sponding values from the data of the rotation of the 
polarization plane. Characteristic modifications of the 
temperature dependence of L/L with increasing mag­
netic-field intensity are shown in Fig. 5. The dips on 
the L/L curves correspond to the start of the inflec­
tion region on the ~(T) plots. 

An examination of the hysteresis phenomena has re­
vealed, in addition to the usual rectangular temperature 
hysteresis in weak fields of intensity up to 2.5 kOelBl, 
also a temperature hysteresis of the rotation in the in­
flection region, and a weakly-noticeable hysteresis near 
the temperatures T1 (Fig. 4). Magnetic hysteresis was 
observed at temperatures close to Tc in fields of in­
tensity up to 10 kOe in the stationary case (Fig. 3) and 
up to 70 kOe in the case of pulsed fields (Fig. 6). 

2. The decrease of the rotation in the vicinities of 
Tc in the magnetic field is due to turning of the sub­
lattices, and since the turning of sublattices in a mag­
netic field is due to their fracture, it follows that the 
decrease of the rotation indicates that a noncollinear 
structure appears. The singularities noted on the ~(H) 
and ~(T) curves (Figs. 2-4) can be due either to 
changes in the plots of the turning angle after definite 
values of Hand T are reached, or to more or less 
abrupt changes of the magnetic-phase concentrations 
in the magnetically inhomogeneous sample (for exam­
ple, the appearance of a new phase), characterized by 
different values of the turning angle. These changes 
can be expected near lines where the thermodynamic 
stability of the magnetic configurations is lost. There­
fore, by plotting on a single plane the values of H and 
T corresponding to the singularities separated in Figs. 
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FIG. 7. Limits of the stability of collinear phases ofGdIG at H il [III). 
Solid thick lines-case of three-sublattice model, calculation by formula 
(14) at f3/0l = 8.9. Thin lines-case of two-sublattice model (A12 = 00, 

f3/0I. = 33). The experimental points were determined from the pulsed 
(0) and stationary (X) measurements of the dependence of the Faraday 
rotation on the field intensity (the field H'), and from temperature 
measurements: '1-Tb 6-T 2' The points. were taken from [10). 

FIG. 8. Region of inhomogeneous magnetic state in the region of 
reorientation of the sub lattice turning plane at H II [ III ). Solid lines­
calculated boundaries of the metastable phases following reorientation 
of the turning plane. The experimental points were determined from 
momentum (0) and stationary (X) measurements of the dependence of 
the Faraday rotation on the field intensity (field H"), from the tem­
perature measurements of the Faraday rotation (6) (temperature T 3), 
and from the behavior of the linear birefringence (0) (positions of the 
minima on the 1_/1_ = f(T) curves}. The possible deviation of H from 
the [ III) direction does not exceed S°. The points. were taken from 
(7) . 

2 and 4, we obtain curves that reflect to some degree 
the phase diagram of the gadolinium iron garnet. 
Figures 7 and 8 show the results of such a combination 
of the singularities in the H-T plane. The points fall on 
certain characteristic curves, and those obtained from 
the temperature and field measurements are in good 
agreement. There is also satisfactory agreement be­
tween the results of the stationary and pulsed measure­
ments. 

There is no doubt that the characteristic features of 
the obtained diagram, namely, the existence of the 
"window" near Tc and the presence of internal lines, 
are connected with the magnetic anisotropy of the fer­
rite. On the other hand, in strong fields (stronger than 
50 kOe), where the magnetic-anisotropy energy does not 
influence noticeably the position of the boundaries of the 
diagram, attention is called to the fact that the critical 
fields of the transition to the nonlinear phase are much 
weaker than those obtained from the model of rigidly 
coupled iron sublattices (Fig. 7). In the discussion of 
the applicability of this model[4] it is customary to com­
pare the parameters A12 of the exchange interaction be­
tween sublattices a and d with the effective exchange­
interaction parameter of the rare-earth sublattice with 
the iron sublattice A = (A13M1 - A23M2)(M1 - M2r\ 
which differ noticeably from one another (A/A12 "" 0.1). 
Naturally, a negligible change in the magnetic suscepti­
bility of the canted phase (~10%), due to the finite value 
of A12, should cause a like change in the first critical 
field, provided only the sublattice magnetizations do not 
change in the magnetic field. But near the compensation 
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FIG. 9. Illustration of the sensi­
tivity of the critical field of iron­
garnet transition to the noncoIIinear 
state to the magnetic susceptibility 
of the canted phase. I -M3JM, 
- M2f'B7I2 (x); 2- (Xfr)A12=ooH; 
3-1.1 (Xfr)A'2=oo, h = HilA (M, 
- M2)1. 

temperature, the dependence of the magnetization of the 
rare-earth sublattice on the magnetic field is usually 
strong. In this case, even small changes of the suscep­
tibility of the canted phase leads to appreciable changes 
of the critical field. Figure 9 illustrates the foregoing. 
In the discussion of our results we shall attempt to ob­
tain analytic expressions that are valid near Tc in 
fields H < I A(MI - Mz)i, taking into account the three­
sublattice structure of the gadolinium iron garnet 
(A lZ '" "") and its magnetic -anisotropy energy. 

3. CALCULATION OF MAGNETIC PHASE DIAGRAM 

1. We note that the field-induced noncollinear mag­
netic structure is complanar in the absence of aniso­
tropy. Indeed, according to the molecular-field theory, 
in an isotropic ferrite the magnetic moments of the 
sublattices are parallel to the effective field acting on 
them, which are equal to . 

H,=H + ~ A;;M j , i=l, 2, 3. (5) 
J=l 

Taking the scalar products of both sides of the equation 
with the vector product Mi x Mk, and recognizing that 
Hi . [Mi x Mk J = a and that in the canted phase Mi x Mk 
'" a and Hand Mj are not parallel to each other, we 
obtain 

l\I,[Mj XM.]=O, H[M,X M.] =0. (6) 

In a real ferrite the plane of the turning of the sublat­
tice is determined by its magnetic -anisotropy energy. 
The moments can leave the plane, generally speaking, 
if the signs of the anisotropy constants of the individual 
sublattices Ki are different, or if the magnetic mo­
ments become reoriented from one easy plane to the 
other near Tc in the case H II [111J. However, the 
azimuthal angles of the moments of the sublattices 
should differ little from each other, since the aniso­
tropy energy in iron garnets is much smaller than the 
exchange energy. In the case of a homogeneous com­
planar noncollinear structure, the energy of the ferrite 
in the magnetic field can be written in the form 

{ 

Hexeh H, 

E = - ± i '~ ~;(x)dx+ ~'~i(X)dX-Kd(fli'l')}' 
1 =1 0 Hfxch (7) 

exen ~ 
H,=H, +HcosfJ,= ",-A,,(ljcos(Oj-fl,)+HcosO,. 

J 

Here ur = Mr cos ni1T, and cp is the azimuth of the one 
of the easy planes. The sublattice turning angles ai at 
which the ferrite energy is extremal are determined by 
the system of equations 

aE ~. . a/(!l,q;) -ao . =- A,,(l,ojsm(flj-O,)+ Ho,smO,+K,-=O. 
v, j ao, (8) 

The conditions under which the system (8) can be 
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solved with respect to the set of angles {aI, a 2, e a} 
gives the connection between the sublattice ui magneti­
zations and the field intensity H, at which the given 
noncollinear structure is allowed. 

Let us determine first the regions of existence of 
collinear phases for two cases of the direction of the 
magnetic field-parallel to the easy axis [11] and to the 
difficult axis [100]. We assume that the turning angles 
are infinitesimally small, ai = Ei. Expanding the tri­
gonometric functions in series and confining ourselves 
to first-order terms we obtain the system of linear 
homogeneous equations, 

{~A,,(l,Oj+Ho,+Ki ( ii/(O,'I'») } E,- ~ A,jO,OjEj=O, 1=1,2,3. (9) 
j"...i sln6;8fJ i &i-O ~ 

Equating the determinant of the system to zero, we ob­
tain the equation 

H'+tjH'+sH+'S=O, (10) 

where 

Equation (10) together with the equations for the mag­
netizations of the sublattices in the collinear phase 

(11) 

delineate the regions of existence of collinear phases 
in a cubic three-sublattice ferrite. If there is no aniso­
tropy and the iron sublattices are rigidly coupled (AIZ 
= ,J(»), then Eq. (10) takes the usual form 

H =-A (0,+0,+0,). (12) 

On the other hand, if A12 is finite, then (10) goes over 
into the equation 

H'+[A,,(O,+O,) +A,,(O,+O,) +A,,(o,+o,)]H 

+ (0,+0,+0,) (A 12A"O,+A 12A"O,+A!3A"O,) =0. 

which coincides with the expression (11) of[91. 

(13) 

It can be seen from the last equation that the inter­
mediate collinear state is realized in an iron garnet in 
a strong magnetic field only if the exchange constants 
satisfy the relation 

Au 1+AII."+f,l3(A,,+A,,)/A,,:;,, 1 

A 4f.l (1 +f,l.A"A"/AAI2) ~, 

f,l= (0,+0,+0,)/1 cr, 1-0;1, f,l,=0,1 1 0,+0, I· 
" 

In the case of rare-earth iron garnets at tempera­
tures close to Tc , the cumbersome expressions (10) 
can be greatly Simplified. Owing to the small aniso­
tropy energy, the terms proportional to the product 
KIKzKa and Kikj can be neglected. We can also disre­
gard the anisotropy contribution to the coefficient Ij, 
since in GdIG it is smaller than the exchange contribu-
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tion by several orders of magnitude. Moreover, one can 
neglect the anisotropic term in the expression for i;. 

We confine ourselves to the limits of the existence of 
the collinear magnetic structure of the iron garnet in a 
temperature range in the vicinity of the magnetic -com­
pensation temperature at low magnetic field intensities, 
H < 1 A( M1 - M2) I. Under these conditions we can as­
sume that the magnetizations of the iron sublattices are 
constants (the resultant error does not exceed 2%), and 
expand the expression for the magnetization of the 
rare-earth sublattice (11) in powers of h = H/A(a1 + a2) 
and t = (T - Tc)/Tc. Inasmuch as the experimentally 
obtained dependence of the field of the transition of the 
GdIG into the canted state is close to linear if the dis­
tance to Tc is large enough, we can confine ourselves 
in the expansion to the linear terms in hand t and dis­
regard in the resultant equation the terms that are higher 
than quadratic in h. The estimates show that the re­
sultant contribution of the terms of higher order is in­
significant to temperatures t> 0.05. Neglect of these 
terms introduces an error not larger than several per­
cent in the determination of the critical fields. Thus, 
near Tc the limits of the collinear phases of the iron 
garnet are determined by the equation 

h'a;+ht~m,'+x~S=O. (14) 

Here 
K 

x = "iI"&, +0,) 'I ' (14' ) K=K,+K,+K" 

a;=1-m,'~+ (,,-:1. 13-1.,,) 11.11 , 

,_ M" (aB,(x») -B _, (M,(Tc») m, --- --- x~ xc- 3 ---. 

M,-M, ax .-.c M30 

Estimating the coefficients (14') for the case of gadolin­
ium garnets, we can conclude that the magnetic-aniso­
tropy energy exerts a noticeable influence on the posi­
tion of the boundaries at temperatures 

A 'Is 

t< I~s I ~0.D1. 
"" 

At higher temperatures, Eq. (14) yields a linear depend­
ence 

h=-(~/a;)m,'t. (15) 

In rare-earth iron garnets we have A13A23 « AA12, and 
if the inequality A13A23/AA12« (1 - m;)/m;, is satisfied, 
then we can write for the critical field 

A ,IT-Tcl 
H=- , M"B, (xc)xc---. 

1-m, +("-1."-",,)/,,,, Tc 
(16) 

Expression (16) differs from the analogous expression 
in the case of a model of rigidly-coupled iron sublattices 
in the presence of the term (A - A13 - A23)/A12, which in 
iron garnets can be even larger than the term (1 - m;). 

We determine now the limits of the stability of the 
collinear phases in the temperature region where the 
influence of the magnetic-anisotropy energy is signifi­
cant. We consider two cases 

a) HII I 100], I (1/sin S) (atlaS) 1'_0=2. 

Equation (14) has no solutions inside the temperature 
interval 2li. T~oo, the width of which is 

• 4Tc (2a;X ) '1, (17) 
2LlTIOo = m,' -~- . 

The intensity of the critical field at the edges of this 
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potential amounts to half the intensity obtained by ex­
trapolating the linear dependence (16) to the tempera­
ture t", and is equal to 

• ( 2~x ) ". • 2~ ) ". h = 7 or. H=( -;-HAHexch , (18) 

where Hexch = A(M1 - M2), HA = 1 K/(M1 - M2)1. 
b) HIII111], I (1/sinS) (atlaS) 1._0=-'1,. 

Solutions exist in the entire temperature region, and at 
a field intensity less than 

( 4~x ) ". . ( 4~ ", 
h,= &;;""" Or H,= ~HAHexch) 

there can exist both collinear phases with opposite 
directions of the sublattice moments. 

(19) 

2. Equation (14) yields the limits for the existence 
of the collinear phases. In a cubic ferrite, however, 
they may not coincide with the limits of the existence 
of the canted structures l141 . To determine the region 
of the noncollinear phases it is convenient to express 
the energy of the ferrite in a magnetic field in terms of 
the turning angles 8 = (81 + 82)/2 and the fracture 
angles 

1jl,=S,-S, 1jl,='S'-S (1jl,=1jl,=1jl='/2 (S,-S,» 

of the iron sublattices and the fracture angle 1/!3 = 83 
- (J of the rare-earth sublattice. Minimizing the energy 
with respect to the angles £I,1/!, and 1/!3, we confine our­
selves to small angles 1/! and 1/!3 and retain in the ex­
pansion of the trigonometric functions of these angles 
only the linear terms. As a result we obtain a system 
of three equations that are linear in 1/! and 1/!a. From the 
condition that the equations be compatible at a given 8, 
we obtain an equation relating the turning angle 8 with 
the intensity of the magnetic field at gi ven a 1, a~, and 
a3. In the general case of arbitrary anisotropy con­
stants, the equation is cumbersome. On the other hand, 
taking into account the small value of the anisotropy 
energy in iron garnets near Tc, and neglecting its de­
pendence on the fracture angles, we can approximately 
write 

113 sin 8 cos' S+H' sin S cos SIA" (0,+0,) +A" (0,+0,) +1.23 (0,+0,) 1 
+H sin 8 (0,+0,+0,) ("12""0,+1'12,,,,0,+1.,,1.,,0,) (20) 

+K al(O, '1') (0'''121."+0,1.12/."+0,,,,,,,,,) = o. . ao 
Confining ourselves, just as in the analysis of the 

collinear phases, to temperatures close to Tc and to 
weak fields, we can rewrite (20) in the form 

h2 a. sin S cos S+htm,'~ sin s+Y.~atlae=o. 

We consider two cases 
a) H II [001], in terms of coordinates z II [001], 

x II [100], y II [DID} we have 

I(S, <p) =sin28-'I, sin' S-'/, sin'S cos 4'1', 

(21) 

(22) 

The azimuths of the easy planes are rp = ±rrt. From (21) 
and (22) we obtain an equation cos 8 = r: 

1 ( h'a;) m,' r'-- 1-- r+-ht=O, 
3 Y.~ 3x 

(23) 

from which we can see that the boundaries of the canted 
phase coincide with the boundaries of the collinear 
phases, and that in the immediate vicinity of Tc there 
exists a region where a non-ambiguous solution of (23) 
is possible. Only in fields exceeding a certain critical 
value 

._ (.~x )'j, h,- - a; 
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does a unique noncollinear structure correspond to an 
arbitrary temperature in the region of the canted 
phases. 

Comparing expressions (18), (19), and (24) with one 
another, we see that H~ : H* : Hc = 1 : f2 : /413. 

b) H II [111], !.n the coordinate system z II [111 j, 
x 11[110], y II [112] we have 

l' 1 . '1'2 .•. (25) I(e, q»= sCos' a +4sm'e -3cosesm esm 3ip. 

The turning of the sublattices in a constant magnetic 
field at varying temperature occurs in two planes. The 
reorientation of the magnetic moments from one plane 
to the other occurs at temperatures close to Tc. The 
azimuthal angles of the turning planes are respectively 
equal to 1T/2, h/6, Ih/6, and rr/6, 51T/6, and 31T/2. 

The equation for cos fI has in this case a degree 
higher than cubic. The limits of the existence of canted 
phase determined by this equation do not agree with the 
limits of the collinear phases. The equation admits of 
three regions of metastable states, two at the edges of 
the diagram, where collinear and canted phases can be 
realized, and one at the center of the diagram, where 
the possible canted phases differ in the fracture angle 
and in the azimuth of the plane of rotation. In weak 
fields, they overlap each other. For phases with a turn­
ing angle exceeding a certain value, there exists a tem­
perature "window", inside which the canted structure 
can be realized in an arbitrary weak field. In contrast 
to the case H II [001], collinear phases can exist in this 
case also in a field H < Hc. The width of the tempera­
ture "window" can be obtained from (21): 

21T,;,(Il)= 4T~ (%(Z ctgG flf)'" . 
m, II liB 

The quantity ~ liu reaches its maximum value at 
e "" 500 and is close to the value 0.3~ Tioo. 

(26) 

The region of metastable states connected with the 
reorientation of the magnetic moments from one plane 
to another can be obtained from the condition 
a2E( e, cp)/acp2 = O. The turning angles er at which the 
second energy minimum appears depend on the aniso­
tropy constants of the individual sublattices, and in the 
indicated approximations they are determined by the 
equation 

Keos 8r+[a(K,-K,) +K,j (1-4e08' Or)h=O, (27) 

where 

1 [ (Au ) ( t.,,) ] [ A" ( 1.1$1." ) ]-' a=2 Il' 1.- 1 +Il, 1-1. T 1l,Il' ,1-'1.1." 

With the aid of (27) and (21) we can determine the limits 
of the region of the metastable state that differed in 
turning angles and azimuths of the planes where the 
magnetic moments are located. 

4. COMPARISON OF EXPERIMENT WITH 
CALCULATION 

l. As seen from Fig. 7, the temperature dependence 
of the critical field at which the noncollinear structure 
appears is close to linear if the distance from Tc is 
large enough. The slopes of the lines Hfd T) are some­
what different at T> Tc and T < Tc. The mean value 
of Hfr /1 T - Tc I is close to 7.8 kOe/k and coincides 
within the limits of experimental errors with the data 
of( 101. From the slope Hfr/I T - Tc I, we can determine 
with the aid of (15) the ratio 
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~tR Hfr 

IX kB,-'(M/M30 ) IT-Tel 

assuming that the resultant magnetization of the iron 
sublattices in GdIG is the same as in YIG(201 and 
amounts to 22.2 cgs emu/g and that M30 = 124.4 cgs 
emu/ g. The obtained value ~/ (l = 8.9 can be used to de­
termine the exchange constants AU and A23, given A12. 
To this end it is necessary to determine additionally the 
effective exchange constant A = (A13<71 +A23(72) (<7, + <72r ' 
from the value of Tc = 285.5°K and the magnetization of 
the gadolinium sublattice at Tc 

;.=B-'(~) kTe =11;;70 ~ 
M30 ~IIlM cqs emu 

And use the temperature dependences of the magnetiza­
tions of the sublattices a and d from(21 1. Taking A12 
= -8.08 kOe-g/cgs emu(211, M, = 75.5 cgs emu/g, and 
M2 = 53.3 cgs emu/g, we obtain A13 = -3250 Oe-g/cgs 
emu, and A23 = -1160 Oe-g/ cgs emu. On the other hand, 
if we put A12 = -91.0 kOe-g/cgs emu(201, then Al3 
= -3800 Oe-g/ cgs emu and A23 = -540 Oe-g/ cgs emu. 

2. To determine the boundaries of the regions of the 
collinear phases in fields in which an essential role is 
played by anisotropy energy, the width of the tempera­
ture "window" 2~ T*, and the critical fields H*, H~, 
and Hc , we used the obtained ratio ~/(l = 8.9 and the 
anisotropy constant K = 6.7 X 103 erg/cm3 obtained 
from(221. The solid lines in Fig. 7 show the obtained 
boundaries in the case H II [111]. This figure shows 
also the boundaries of the collinear phases calculated 
at A 12 = aQ. The slope of the latter in the linear region 
is close to 29 kOe;oK and is almost four times larger 
than the experimental value 7.8 kOe/ oK. The calculated 
characteristic temperature intervals and fields of the 
magnetic diagram of the gadolinium garnet are listed 
in the table and are compared with the experimentally 
determined values. 

The obtained width of the temperature ''window'' 
7.6 OK in the case H II [1001 is somewhat smaller than 
the expe ri mental width 9 'K t 161. In the case H II [111], 
the difference is more significant, namely 2.3 as against 
7"K. It appears that the difference between the theoreti­
cal and experimental values is due to the presence in 
the sample of internal local stresses. We can estimate 
the required stresses by starting from the relation for 
the magnetoelastic anisotropy energy due to the homo­
geneous stress(23 1: 

E me ='/J.Tsin' e. 
Assuming that the additional broadening of the tempera­
ture "window" is approximately 5°K for H II [111] and 
is due to stresses in the plane of the plate, and assum­
ing a magnetostriction constant A = 10-6, we obtain for 
the local internal stresses a value T = 20 kg/mm2 
which seems feasible. The critical field Hc above which 
collinear phases cannot be realized at T = Tc is 12 kOe 
(it rises to 22.5 kOe at A12 = .xl). The intersection of the 
experimentally obtained collinear-phase boundary takes 
place in a field weaker than 5 kOe. It is typical that the 

Pia 

33 23 20 ~ j ", 0.8 
(1.12=00) 

10.3 14,& 7.6 2,3 8.9 12 
Experi- >5 - 20-22 P' 9 P'J 7 

ment 

N. F. Kharchenko et al. 537 



II! I 'i'! I ; i 

280 285 290 T,K 

FIG. 10. Illustration of the 
variation of the azimuth of the 
sublattice turning plane: 1-
change of the amplitude of the 
alternating signal 1_ as a func­
tion of the temperature, 2-plot 
of 1_ using a phase detector at 
a constant reference-signal phase. 
H= 20kOe. 

experimental points (Fig. 7) fit better the calculated 
curve at I T - Tc I ~ 1.5°K, and with further approach 
to Tc the fields at which the collinear state is no 
longer realized are weaker than the calculated fields at 
which the collinear phases become unstable. This 
singularity is explained by the fact that near the com­
pensation temperature, in weak fields H < Hc , canted 
states are allowed in addition to the collinear states, 
and become energywise more favored before the col­
linear phases become unstable. The presence of energy 
minima for several magnetic structures should lead to 
a breakdown of the sample, in a narrow temperature 
interval near Tc , into domains with different magnetic 
phases. Since the magnetizations of the individual 
phases differ little from one another, the demagnetizing 
fields cannot be responsible for the formation of the 
domain structure. The causes for their occurrence 
should be analogous to those that lead to the appearance 
of a domain structure in antiferromagnets[24]. An ex-

. peri mental confirmation of the appearance induced by 
the magnetic field, of a noncollinear domain structure 
with different magnetic phases can be the observation 
of temperature hysteresis on the edges and at the 
center of the diagram (Fig. 4) and observation of time 
hysteresis in a pulsed magnetic field (Fig. 6). 

3. Particular interest attaches to the region of in­
flection on the temperature dependences of the rotation 
(the interval T3 - T3, Fig. 4). The boundaries of the 
inflection region agree well also with the singularities 
on the field dependences of the rotation (the fields H", 
Figs. 2 and 3). We note that the critical fields deter..: 
mined for GdIG by Levitin, Ponomarev, and Popov[7], 
interpreted as the fields at which the ferrite goes over 
from the collinear to the canted state, are in much 
better agreement with the H" (T) plots than with the 
boundaries of the collinear phases (Fig. 8). The change 
of the phase of the alternating signal when working with 
circularly polarized light indicates a change of the 
azimuth of the turning plane of the sublattice moments 
in a temperature range that coincides with the inflec­
tion region. Figure 10 shows L (T) plots obtained in 
accordance with the scheme described above (Fig. 1), 
with and without the use of a phase detector. The de­
crease of the amplitude of the alternating signal C in 
the vicinities of Tc (Figs. 5 and 10) is attributed to the 
onset of an inhomogeneous magnetic structure, as a 
result of which the phase differences between the optical 
modes cancel each other. On the other hand, the in­
crease of 1_ in the immediate vicinity of Tc can be 
understood by taking into account the possible differ­
ence between the directions of Hand [111], which 
should give rise, at Tc. to predominantly t~o mag- . 
netic structures with azimuths of the sublathce turnmg 
planes that differ by an angle 11'. 

The temperature hysteresis of the Faraday rotation, 
which appears in the considered temperature region,. 
offers evidence of the presence of metastable states m 
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this region. However, calculation using Eqs. (21) and 
(27) shows that the region of metastable states that 
differ in turning angle and in azimuth of the turning 
plane of the sublattice moments should, just as in the 
case A12 = 00[14], decrease rapidly with increasing field. 
It is possible that the broadening of the region of meta­
stability is connected with the magnetoelastic energy 
and the presence in the sample of local stresses. But it 
is likewise not excluded that the inflection region is 
caused to a considerable degree also by domains of the 
magnetic-twin type, which are produced near Tc , and 
have the same sublattice turning angle (at the exact 
orientation H II [111]) but have different turning-plane 
azimuths. Owing to the difference in azimuth of the 
optical axis relative to the light polarization plane, they 
can influence differently the resultant rotation of the 
plane of polarization and distort the <I>(T) dependence. 
In this case the width of the central maximum on the 
C( T) curve reflects, to some degree, the width of the 
reorientation region. At H = 41 kOe, the width of the 
maximum is apprOximately 0.7°K (Fig. 5) and the tem­
perature interval of the region of metastable states is 
close, according to estimates, to 0.3°K. The decrease 
of the width of the central maximum with increasing 
field intensity (28.6 and 41 kOe, Fig. 5) corresponds 
qualitatively to narrowing down of the metastability 
region. 
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