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A phase transition with a small-amplitude order parameter, of the type that occurs in the crystallization of 
a liquid, is considered. The character of the transition and the properties of the different ordered phases are 
investigated for the cases of a scalar and a vector order parameter. 

1. INTRODUCTION 

We consider an isotropic or almost isotropic system 
in which the fluctuation spectrum w(p) has a low abso­
lute minimum, attained at nonzero momenta. If the sys­
tem is strictly isotropic, then near the minimum w (p) 
can be written in the form 

0) (p) =Ll. -+- (p-p,)'lm. 

Since the minimum of w(p) is attained on a surface 
I pi = Pc of finite dimensions, the phase volume of fluc­
tuations with w(p) Rj ~ is large. This leads to the result 
that for ~ « p~/m the characteristic field amplitudes 
of the fluctuations qJ(r) increase rapidly with decreasing 
~. In fact, in the harmonic approximation the mean 
square of the fluctuations qJ(r) is equal to 

J dp T Qpo'T 
<'I'2(r»=Q (2n)' O)(p) = 2n(mLl.)"" (1) 

I.e., (qJ2) increases like ~-1/2. 

A considerable increase of (cp2) can also be observed 
in weakly anisotropic systems, such as in the magnets 
with large-period superstructures considered in the pa­
pers of Dzyaloshinskir[l, 2l. In this case, the minimum of 
w(p) is attained, generally speaking, at isolated points 
lying on lines of high symmetry, and, consequently, near 
these points the phase volume of the fluctuations is small, 
as in isotropic systems with Pc = O. However, if the 
anisotropy is small, there exists an energy boundary 
Wo such that the surfaces w(p) = w = const, which en­
close the isolated extremal points at w < w o, merge at 
w > Wo into one surface with area of the order of 41TP~, 
where Pc is the distance of the extremal points from the 
center of the Brillouin zone. Then two cases are pos­
Sible. If the anisotropy is small by virtue of the small­
ness of p~/m compared with the atomic (or exchange) 
energy, as in, antiferromagnets of the type MnO, then 
Wo Rj w(O) » ~ and, consequently, the fluctuations with 
energy w Rj Wo can be neglected. But if the parameters 
pVm and Wo are independent, as in the rare-earth 
metals, it becomes possible to fulfill the inequality 
wo« p~/m. In this case, in the region wo« ~« p~/m 
the characteristic amplitudes of the fluctuations in­
crease with decreasing ~, as in an isotropic system. In 
this region the behavior of the system can be described 
by an isotropic model. Accordingly, in the following we 
consider only isotropic systems. 

The only known type of isotropic system in which 
considerable fluctuations of the order parameter are 
observed in the region of a transition to a nonuniform 
state is a cholesteric liquid crystal. Liquid SHe in the 
region of the expected transition to the antiferromag­
netic state at a very low temperature should also be 
such a system. Because of the strong interaction, the 
crystallization of any liquid, including 4He , evidently 
occurs before the effect of the fluctuations (the rotons, 
in 4He ) on the parameters of the system is manifested. 

We conSider systems in which the interaction between 
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the fluctuations is weak, and this enables us to consider 
the region of sufficiently low energies ~. It will be shown 
that at sufficiently small ~ the uniform state becomes 
thermodynamically unfavorable and the system experi­
ences a first-order transition to a nonuniform state 
with a univariate distribution of the order parameter. 
Here the discontinuous character of the transition is 
not connected with the influence of third-order terms 
in the expansion of the thermodynamic potential in the 
mean values ( cP ) • The results explain qualitatively 
the character of the transition in cholesteric liquid 
crystals. In a separate paper, specific allowance will 
be made for the tensor order parameter and for the 
presence of two correlation lengths in these substances, 
and a discussion of the experimental data will also be 
given. Here we confine ourselves to the Simpler cases 
of a scalar and a vector order parameter, corresponding 
to the phase transitions in liquids and isotropic magnets. 

2. PROPERTIES OF THE UNIFORM PHASE 

1. We start from the phenomenological expansion of 
the free -energy functional.r{ cP (r)} of a weakly perturbed 
state of the system, in powers of the dimensionless field 
cP (r). This imposes the obvious restriction ( cp2(r) 
« cP~, where CPo is the scale of the expansion of the 
functional. Without this restriction the behavior of the 
system would depend essentially on the character of 
the interaction at short distances. Besides this, we 
assume that ~ « p~/m. This condition makes it pos­
sible to confine ourselves throughout to the region of 
momenta close to the sphere I pi = Pc, and to perform 
all the calculations analytically. Combining the above 
inequalities, we obtain, taking (1) into account, 

(Tp,'Q/2n'l'o) 2<A<p, '1m. 

Consequently, the period L = 21T/PC of the structure 
that arises should be sufficiently large: 

Lla::?>'l'o-'a2pr', 

where a = n lls is the interatomic distance and PT 
= (mT)1/2 is the thermal momentum. 

In the follOWing we shall use dimensionless quan­
tities: T = ~/T, Po = Pc/PT. The momenta and coor­
dinates will also be measured in units of PT and PT' 
The dimenSionless interaction constant'\ of the fluc­
tuations is connected with the dimensional energy U 
by the relation U = ,\ T. In systems with Short-range 
interaction, usually CPo :::::s 1 T Rj U and PT Rj a-\ i.e., 
L » a and A ~ 1. 

In the present work we assume that the system is 
described by a vector order parameter 

'l'" (r) =N-'I, ~ 'l' "e'" 
..;..,.j' , 

• 
where a = 1, 2, .•. , n is the vector iridex and N is the 
number of degrees of freedom, and that it is completely 
isotropic both in coordinate space and in the vector 
space. Then, when the conditions indicated above are 
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fulfilled, the expansion of the functionalF{ qJ } has the 
form F{ ({J } = Fe, + TJt"{ ({J }, where 

2. We consider certain properties of the isotropic 
phase using the example of a scalar field: n = 1, 
({J~ = <Pp. We shall be interested in the region in which 
corrections to the correlation function g(p) = «({Jp({J-r> 
and vertex part r(p1,P2,P3,P4) first become importan • 
It is clear that the effect of the large phase volume of 
the fluctuations should be greatest in those diagrams 
in which the arguments of the correlation functions 
g(p) being integrated simultaneously coincide. This 
occurs only in the diagrams of Fig. 1a for the self­
energy part and in ladder diagrams for the vertex 
part with zero total momentum. These diagrams have 
the relative order of magnitude aAT-3/Z , where 
a = p~/41T. In the follOwing we shall always assume that 
aAI TI-3, 2 RI 1. 

More complicated skeleton diagrams, e.g., Fig. 1b 
or diagrams with insertions in the ladder loops, have 
relative order aAITr3/2(PoAITI-1)m with m:=: 1. If 
O!A I TI-3/2 0:: 1, then Apol ir 1 ~ Ii 1112 /Po« 1. Consequently, 
these diagrams can be neglected. Inasmuch as the dia­
gram taken into account (fig. la) does not depend on the 
momentum, we can write 

g-'(p)=r+(p-po)', 

where r satisfies the equation 

(3) 

On further decrease of i, according to (2), r decreases, 
so that r _0 only as T __ 00, i.e., as T -0. It follows 
from what has been said that Eq. (3) becomes inapplic­
able when Apor-1 RI 1, when all the skeleton diagrams 
for the self-energy part become of the same order, 
I.e., when -i 0:: aAr-l!2 0:: Al/2p~/2. In this region it is 
possible in prinCiple to reach the point of absolute insta­
bility r = O. This question, however, will not be con­
Sidered in the present paper. 

3. We now consider the vertex part r(p,-p,p' ,-p') 
= r (p, p'). Since, in all the expressions containing 
r(p, p') (e.g., in the expansion of the thermodynamic 
potential of the ordered phase), the momenta lying in the 
layer I p - Pol ':S. rr are important, we shall be interested 
only in the angular dependence of this quantity for 
Ipl = Ip/l = Po. For arbitrary angles between p and p', 
when Ip/± pi » fr, the vertex r(p,p/) has one channel 
with zero total momentum. In this case it is necessary 
to sum the ladder of diagrams of the type in Fig. 2a, 
and we obtain 

r(p, p')=A!(1HII), 

II-~S dp , _ al. 
- 2 (2,,)' g (p)- 2r", . 

If, however, p' _ ± p, a second channel with zero total 
momentum q = p' 'f P _ 0 appears. In this case it is 
necessary to sum diagrams of the type in Fig. 2b also, 
and we obtain 

Q E> 
b 

FIG. 1 
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r p,±p)=A+2 -.--1. =1. __ ( . (I. . ) 1-I.Il 
1HII 1HIl' 

It can be seen that for AIl> 1 this vertex becomes 
negative, i.e., the possibility appears of inflections and, 
consequently, minima in the thermodynamic potential 
of the nonuniform phase. We arrive at the conclusion 
that in the region aAI il-3/2 RI 1 it is necessary to con­
sider the possibility of the existence of stable nonuni­
form phases with < qJ) 1= 0, which can coexist with the 
uniform phase. The following sections of the article 
will be devoted to investigating the nonuniform states. 

4. To conclude this section, we shall consider the 
effect of third-order terms of the type 

(4) 

which should be present in the expansion of F{ qJ } for a 
scalar field, and also for the tensor field in liquid crys­
tals. According to the Landau theory [3 i, these terms 
lead, for sufficiently small r, to a first-order transi­
tion to a nonuniform state such that the vectors p for 
which (<pp> 1= 0 can form closed triangles. The struc­
tures that arise will consequently be at least two-di­
mensional. 

As will be shown below, the instability we are con­
Sidering leads to the appearance of one-dimensional 
structures. It sets in earlier than the instability con­
Sidered in[3], if the coefficient jJ. is sufficiently small. 

The transition that was considered by Landau occurs 
for jJ.2 0:: Ar. Consequently, the Hamiltonian (4) can be 
neglected if jJ. 2 « AI TI. But if jJ. 2 0:: AI TI , the Hamiltonian 
(4) must be taken into account in the derivation of the 
equation of state of the nonuniform phase. However, it 
does not affect the calculation of the correlation function. 
For example, the diagram in Fig. lc for p "" po is of the 
order of 

~C::::-fl2p\Jr~i.PIl«r, 

i.e., has the same relative smallness "'po/r 0:: "'PoliTI, 
associated with the narrow range of integration over 
the angles, as the other discarded terms. In the fol­
lOWing, as a rule, we shall put jJ. = O. 

3. PROPERTIES OF THE NONUNI FORM PHASES 

1. We now derive the equation of state of a nonuniform 
phase. (Different variants of the derivation of the equa­
tion of state for a classical continuous field have been 
considered in[4, 5].) In a nonuniform phase the averages 
< qJ~> = ip~ are nonzero, and it can be assumed that 
I pi = po. Generally speaking, higher harmonics of the 
function <pOi (r) with I pi 1= po are always present, but are 
small in relation to I il1/2 Ipo, since a large nonunifor­
mity energy is associated with them. In the approxima­
tion under consideration they need not be taken into 
account. 

We introduce the field 1/Ii = <Pi - i,Oi (here and below, 
i, j, ••.• = (Piai), (PjOij),-, .• ), so that <.Ji) = O. The 
Hamiltonian of this field Jf{ ipt. 1/Ii} =£,{ qJi + I/Jd is of 
the form 

_p~_pl 

p~"pl 
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iiHiji,,1/1,}=JiH1/1,H .E 1/1, [ .E't,;!ji; + f.E f..'J.,iji,iji.iji, ] 
i j jlH 

where 
++.E't;j!ji,!jij+ :4L,f..,j.,!ji,!ji;!ji.!jih 

ij ijlll 

The external field hi conjugate to CPi is determined 
from the thermodynamic relation 

h; = ~~'f~ =( 6Jf6{iji,1jl) I ), 
6qli' 6cpi' v=const 

where i = (-Ph ai). Varying (5), we obtain 

h;, = + 1:. A;;" ij),iji,<T , + L, 't;;!ji, + ! .Ef../J.,<1/1.,p,>!ji{ 
jkl j 'Ill 

+} L,f..;;.,<ljJJIjJ.IjJ,>. 
j/:il 

(5) 

(6) 

We shall see later that cpz >'::J 171 IA. Then the first three 
terms in Eq. (6) have the same order of magnitude. The 
last term is determined by diagrams of the type of 
Fig. 3a, in which a line with a blob denotes <Pi' This 
term is small compared with the preceding terms, for 
the same reasons that the correction of Fig. lb was 
small compared with Fig. la. Consequently, in the 
approximation under consideration the equation of state 
(6) is determined entirely by the pair correlation func­
tion gij = < <Pi/Pj > , or, in other words, by ga (3 (p,p') 
= < <P~!f!~' >. 

The self-energy part ~ij is determined by the dia­
grams of Figs. la, 3b and 3c, which are of the order 
of 1710 The diagram in Fig. 3c is important only in a 
narrow range of directions of the momenta of the ex­
terna1lines, when the total momentum q = P + Pi of the 
lines in the loops is close to zero (q -;:;. 171 1 / z). These 
directions correspond to external-line momenta close 
to the reciprocal-lattice vectors p .. In a broad range 
of directions this diagram has relative smallness of 
order I 71 1/ Z fpo. 

As can be seen from the diagrams of Figs. 3b and 
3c, the matrix elements ~ij off-diagonal in the momenta 
are, generally speaking, of the same order as the dia­
gonal elements. However, the off-diagonal matrix ele­
ments ga{3(P,P') (p .,. -p') have the same order T- 1 as 
the diagonal elements in only a narrow range of direc­
tions, and in a broad range we order Paz. For example, 
in first order in ~ij, 

g(II (p, p') = L,g(01 (p):l:;(p, p')g,OI (p')6(p+p'+p;+p,) 

and we see that, since Pi + Pj 'f 0, the conditions I pi = po 
and Ip'l = Po can be fulfilled simultaneously only when 
p = -Pi and p' = -Pj (or vice versa). Consequently, in 
the calculation of tlie third term of Eq. (6) and also of 
the diagram Fig. la, which contain an integral of the 
correlation function over the momenta, we can neglect 
the matrix elements that are off-diagonal in the momenta, 
and also the correction of Fig. 3c to the diagonal ele­
ments. The case of a one-dimensional structure, when 
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the integral over the indicated narrow range of direc­
tions diverges logarithmically [3], may be an exception. 
In cases of physical interest, however, this divergence 
is cut off. The correlation function in the region indi­
cated will be calculated in the Appendix. 

Thus, denoting ga,a(p) .. ga{3(P' -p), we obtain 

(7) 
P,PI 

A 
ga, = [,+ (p-po) 21on~ + 6[ <g •• >oa,+2<ga'> 1 

A 
+ 6[CP."cp-;Oa,+2cp. "cp-p'], (8) 

where J dp <gao>= (2n),gao(P). 

Taking (8) into account, we can rewrite Eq. (7) in the 
form 

., (9) 

Equations (8) and (9) determine CPi as a function of 
7 and hi. 

2. We consider below different structures for a 
scalar field (n '" 1) and one-dimensional structures for 
a vector field. 

We shall begin with the one-dimensional structure 
for n = 1. In this case cP (r) = 2a cos (po'r), where I pol 
= Po, Le., CPp = CP_p = a and, correspondingly 
hpo = h_po = g are n8nzero. Equations (9) and (8) take 
the form 

h=ra-'/,f..a', 

r=T +. a~ + ",0' 
1'r 

(10) 

(11) 

where r = g<'l)(PO) and a = p~/41T. For h = 0 we obtain 

-'t=r+af..t¥r. (12) 

Equation (12) has real sOlUtiO.1S for r when 
- T ~ T C = 3(aAf 4)21\ and of the two roots it is neces­
sary to choose the larger, corresponding to the mini­
mum of the thermodynamic potential. When -T = T c, 
r = TC' i.e., a nonuniform state arises with a finite 
amplitude ac = (2Tc/A)1/2 and is metastable in a cer­
tain region 7C > -7 > T C. To verify the existence of 
a TC such that for -7 > 7C a nonuniform state is more 
favorable, it is necessary to calculate the difference 
<lei> of the thermodynamic potentials of the two phases. 
For this we assume that the external field h is not 
equal to zero, but varies gradually, starting from 
h = 0 for a = 0 and finishing at the value h = 0 again 
at a value a 'f 0 corresponding to the minimum of <1>. 

Then, 
.!!.= \"1~~=2h (13a) 

&0 ~ oiji. &0 ' . 
whence 

• • d 
~<Il= J2hda=S 2h~dr, 

o '0 dr 
(13b) 

e 
b 

FIG,3 
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where r and ro are determined by Eqs. (12) and (3) res­
pectively, and the derivative da/dr is determined from 
Eq. (11). From (13b) we obtain 

702 ex 1/2 r c£ 1/ 
8fll=-z,:--Zr. -V:-+Zr ·. (14) 

Analyzing formula (14) qualitatively together with 
Eqs. (12) and (3), it is not difficult to verify that there 
indeed exists a TC ~ (aA?'S, TC> T c, such that for 
- T > TC we shall have ~4> < O. 

3. We now consider non-one-dimensional structures, 
characterizable by a set of vectors {± Pi} (i = 1, 2, 
.•. , m), IPil = Po. In this case, 

ip(r) =2 ~ <l, cos p,r. 
, 

In the approximation under consideration, when, in 
particu lar, the contribution of the off - diagonal matrix 
elements of the correlation function is not taken into 
account, all the equations are independent of the rela­
tive orientation of the vectors Pi and depend only on 
their number m. From the general formulas (8) and 
(9) we obtain 

_+a').. ~' r-, -" +').. aj, 
r" , 

whence, for hi = 0, we find that all the amplitudes ai 
are equal to 6 , r, 

a. =---=a. 
4m-l ').. 

The quantity r is now determined from the equation 

2m+l 
Cm = 4m-l· 

A metastable state of such a kind arises when 

(15) 

-T ~ Tm = 3c~s(aA/4)2'S. As m increases the coefficient 
Cm decreases from 1 at m = 1 to 1/2 as m _00. Con­
sequently, the metastable states with large m are the 
first to appear. To determine the region of stability 
we shall calculate the change in the thermodynamic 
potential. Analogously to (13a), 

a<llm ( 1-4m ') -aa=ma 2r+-3-)..a" . 

Integrating, we obtain 

1 (4m-7, ,). 'I 'I. 8fllm =-- --r-r. +a(r'-r.). 
2').. 4m-l 

(16) 

It can be seen from Eq. (15) that for given T the 
quantity r increases with increaSing m. At the same 
time the coefficient of r2 in formula (16) also increases. 
Consequently, ~4>m increases with increasing m, i.e., 
in the coexistence region the one-dimensional phase 
always has the lowest thermodynamic potential as com­
pared with the other nonuniform phases. Moreover, 
USing the obvious inequalities 

r( T) ~r( --Tm) = (at.i4Cm ) "', 

r.=(aV2 (ro-T» '< (a')../2,)', 

we find that ~4>m can become negative only for m = 1 
and 2. This is connected with the fact that the above­
mentioned coefficient of r2 changes Sign from negative 
to positive as we pass from m = 1 to m ~ 2, and this 
greatly reduces the possibility of energy gain. 

Naturally, this picture can change substantially in 
the presence of the Hamiltonian (4). The Simplest struc-
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ture on which this Hamiltonian has an effect when the 
condition J.L2 ~ AITI is fulfilled is a planar lattice con­
structed of equilateral triangles. In this case, m = 3 
and PI + P2 + ps = O. The equation of state acquires the 
additional term 

8h. = ~ L. [<IjJ",.,1I"'FP,>+ijI",.,ijI.+.,]. . 
The first term in the brackets contains an integral of 
an off-diagonal correlation function over the angles and 
is, consequently, small. We obtain that ~h±Pi = 1/2J.La2 
and ~4>s = J.Las •. 

The difference in the thermodynamic potentials of 
the triangular and one-dimensional structures has the 
form 

(17) 

where rl is the solution of Eq. (12) and rs and as are 
determined from the system of equations 

11 !1 
r'-6')..a"+2 a,=o, 

+aA • r,=, ;:To + 3)..a, . (18) , 

In the region aA 0:; IT13/2, J.L2 ~ .\ITI, all the terms in 
the right-hand side of (17) are of the same order. In 
this region the difference 4>s -4>1 changes Sign. In fact, 
for J.L2« Alrl, as pointed out above, 4>3 -4>1 < O. Now 
let J.L2 ».\Irl. Then from (18) we obtain as ~-(3/7)!L.\-\ 
rs ~ 3.\a~, and the principal terms of Eq. (17) have the 
form 

i.e., 4>3 -4>1 < 0 and, consequently, the one-dimensional 
phase becomes unfavorable. 

4. We now consider one-dimensional structures des­
cribable by a vector field qP (r). In this case, 

and from Eqs. (8) and (9) we obtain 

(19) 

2 ).. 
+ '3 /.(g.~>+ 3(a,a,.+a~a.·). (20) 

It is clear that ga(3 and g~¥ are real symmetric 
combinations of the tensors oa(3, aaa~ and a(3a~, and 
aaa(3 and atia~. Then from Eq. (19) for hI! = 0 it fol­
lows that 

A(T, p)a,+B(T, p)a,a.a;=O, 

where P = avat, and A(r,p) and B(r,p) are certain real 
functions. Combining this relation with its complex­
conjugate relation we obtain that either aVa!) = 0 or 
a;tr = aaeil>. The first case corresponds to a spiral 
structure with [rpV(rW = 2p = const, and the second to 
a sinusoidal structure with [rp!J (r )]2 = 4p cos2 (Po' r - 0/2). 
In the case of the sinusoidal structure we choose the 
coordinate origin such that I> = 0, i.e., a;t}. = aa' 

We in!roduce the tensor P a (3' equal to Pa/:l=(aa~~ 
+ a(3a('r)p 1 for the spiral structure and Pa(3 = aaa{JP 
for the sinusoidal structure. Separating the tensors 
gaj3 and £tfi{i into longitudinal and transverse parts: 

S. A. BrazovskiT 
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and substituting into Eqs. (19) and (20), we obtain 
a(p) = r + (p _PO)2 and a'(p) = r' + (p _PO)2. The quan­
tities r, r' and p are determined in each case from the 
corresponding system of equations. We write down 
these equations in a unified form by introducing the 
index k = allall/al-'a'tL, which takes the values k = 0 for 
the spiral structure and k = 1 for the sinusoidal 
structure: 

1 n+k (XI. 2-k (XI. 
r.=-r + - Ap. + ---= + --=., 

3 3 1'r. 3 1'r.' 
2+k n+k-2 (XI. 2+k (XI. 

r.'=-r+-Ap.+----=+--=, 
3 3 1'r. 3 Y r.' 

( , 2+k ) 
h"= r. --6-AP' a., (21) 

Investigating this system for ha = 0, one can con­
vince oneself that, as before, there exists a Tk ,,; (a,\)2/3 
such that for -7' > 7'k there arises a metastable state 
with rk, rk, ,,; 7'k and Pk = 6r'/(2 + k),\. We shall deter­
mine the change ~~ in the thermodynamic potential by 
varying <I> with respect to p for given directions of the 
vectors aa and a~: 

iJ<D 1 ~ , - ( 2+k) 
--=-"~--=..:...h."fji_.·=21'p r.' --Ap. , 
a1'p l'p 6 

I' 

whence 

(22) 

where Pk(7') is the solution of the system (21) for 
ha = 0, and rk(P, 7') is the solution of the first two equa­
tions of this system. The change of Sign of ~<I>k at 
sufficiently large 11'1 can be traced directly from Eqs. 
(21) and (22). Let - 1'» Tk. Then in a broad range of 
p(p>.. S.-T), the quantities r and r' are small (r,r' 
,,; Tk/T2 « Tk) and, consequently, the integrand in (22) 
is negative. We find that for - l' » Tk we shall have 

It can be seen that at a sufficiently low temperature the 
spiral structure is the most favorable. 

In conclusion the author expresses his gratitude to 
1. E. DzyaloshinskH for suggesting the topic and for 
useful discussions. 

APPENDIX 

We shall calculate the correlation function g(p,p') 
when the momenta p and p' are close to ± po. In this 
case, as pointed out in Sec. 3, it is necessary to take 
into account both the off-diagonal matrix elements and 
diagrams of the type Fig. 3c. For definiteness, let 
p ,,; Po. Then from Figs. 3b and 3c we obtain 

1 
gH'(p, -p+2po)=-~(p, -p+2po)= -2r(p-po)a'=a,(p), 

where 
r(k) ~oA[ lHII(k) ]-' 
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and 
gH'(p, -p)=(lpl-po)'+r(p)=a,(p), 

where 
r(p) =r[1 HII(p-po) ]-', 

The correlation function satisfies the equation 

(A.1) ., 
It is not difficult to see that, to within terms of order 
7' /p~, the function g(p,p') for p' ">:I ± po can be sought in 
the form 

g(p, p')=g,(p)I'i •. ,_.+g,(p)I'i.,. _p+,,,. 

Then from (A.1) we obtain 
a,(-p+2po) 

g,(p)= ( , 
a, (-p)a, -p+2po) -a,( -p)a2 (-p+2po) 

-a2(--p) 
g, (p) = --c:--c--; 

a, (-p)a, (-p+2po)-a2 ( -p)a,(-p+2po) 

If we denote p = po + k, Ikl « po, then for Ikl « 1TTf, 

g, '(Po+k) ""±[ (IPo+kl-po)'+( Ipo-kl-po)']-' 
",±[ (kpo/po)'+(k'/2po)'j-', (A.2) 

As can be seen from (A.2), the integral over the momen­
ta of gl,2 that appears in Eqs. (8) and (9) diverges log­
arithmically at small Ikl in accordance with the well­
known theorem[3] about the impossibility of the exis­
tence of a one-dimensional periodic structure in an 
infinite isotropic system. But if the system is restric­
ted to dimensions of the order of L, or the function 
g;/ (p) has anisotropy of order E « 1 1'1 , this integral is 
found to be of the order of 

(g" 2>""PO In (rlmax{e, L-'}) =PoA, 

Consequently, the replacement of the operator g(p,p') 
by g(p)Op _p' that was carried out above is valid under 
the condition 

PoA«po'/l'l-rl.i.e. A ~N«Po', 

As has been pointed out by Lubensky[6], this con­
dition is always fulfilled for the helical structures in 
cholesteric liquid crystals. 
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