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The effect of impurities on the phase transition in a two-dimensional Ising lattice is studied taking into account the interaction of some of the non-nearest neighbors. 
It is assumed that the impurities are positioned only on atomic bonds linking nearest sites and that they alter the exchange interaction between these sites. The 
exact dependence of the phase-transition temperature on the impurity concentration is obtained by the method proposed previously by Lushnikov. The cases when 
the impurity completely disrupts the interaction between the nearest neighbors and when the impurity reverses the sign of this interaction are discussed in detail. 

INTRODUCTION 
Only a small number of exactly soluble problems 

concerned with phase transitions in systems undergoing 
ordering are known at the present time. It is therefore 
interesting to study the effect of different parameters 
on the phase-transition temperature in the framework 
of a model that permits a rigorous treatment and quan­
titative analysis. We have analyzed the dependence of 
the phase-transition temperature on the concentration 
of specific impurities in a planar Ising lattice with 
nearest- and non-nearest-neighbor interaction. The 
model taken, which is known as the Union Jack, is de­
scribed in Sec. 1. The thermodynamics of such a model 
has been analyzed by Vaks, Larkin, and Ovchinnikov[l]. 
A generalization of the results of[l] to the case of a 
lattice with interestitial impurities is carried out by 
Lushnikov's method[2], which makes it possible to 
establish certain isomorphism relations between the 
lattice with impurities and the original system. In Sec, 
2, the concentration dependence of the phase-transition 
temperature in the case when the impurity completely 
destroys the exchange interaction between nearest 
neighbors is considered in detail. The phase-transition 
curves are found to be substantially different for dif­
ferent signs and magnitudes of the exchange interaction 
of non-nearest neighbors. If the interaction of the non­
nearest neighbors has the character of an antiferromag­
netic interaction, the temperature of the phase transi­
tions can turn out to be a nonunique function of the con­
centration, and in a broad range of concentrations the 
possibility appears that three different phase states of 
the system can exist. The content of Sec. 3 is devoted 
to the special case in which the impurity changes the 
sign of the interaction between nearest neighbors. In 
this case also, the most possibilities, in the sense of 
the number of different phases, appear when the inter­
action between non-nearest neighbors is antiferromag­
netic. 

1. FORMULATION OF THE MODEL AND 
DERIVATION OF THE BASIC EQUATIONS 

We shall consider a complex planar ISing lattice 
(Fig. 1), consisting of sites (atoms) of two types: atoms 
of the first type interact only with their nearest neigh­
bors in a square lattice, which are atoms of the other 
type (J 1 is the exchange energy of this interaction); 
atoms of the second type interact, in addition, with their 
next-nearest neighbors, Le., with atoms also of the 
second type (Jz is the exchange energy of this interac­
tion). A lattice with such interaction is often called a 
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FIG. I 

Union Jack. The thermodynamics of the phase transi­
tion in this lattice was first studied by Vaks, Larkin, 
and Ovchinnikov[l], 

We shall consider a phase transition in such a lattice, 
with interestitial impurities affecting the magnitude of 
the exchange interaction between neighboring sites, It 
is assumed that the impurities can be positioned only on 
the atomic bonds linking nearest lattice sites, and that 
they change the magnitude (and also, pOSSibly, the sign) 
of the exchange interaction energy J 1. We assume that 
the impurities are in thermodynamic equilibrium with 
the lattice. In such a case, using the method proposed 
earlier by Lushnikov[2], we can obtain the exact depend­
ence of the phase-transition temperature on the impur­
ity concentration for any relationship between the quan­
tities J l and J 2, for all possible changes of the ex­
change energy J 1, and for all concentrations. 

We write the free energy of the lattice under consid­
eration, with no impurities, in the following form: 

F(T) =iD (x. y), (1) 

where x = tanh (J liT), y = tanh (J"/T) and the function 
q,(x, y) is given in[l]. In[2] it was shown that the parti­
tion function of a lattice with impurities can be ex­
pressed in terms of the partition function of the lattice 
without impurities, We note that the impurities affect 
only the exchange energy J 1, and therefore all the 
transformations in the Llishnikov scheme leave the y­
dependence of the function q,(x, y) unchanged. As a re­
sult of these transformations, it is easy to obtain the 
following expression for the free energy Fc of the 
lattice with impurities in terms of the free energy of 
the same system without impurities: 

1 1. (1-T] ) 1 
NTF,~ NT<J) HT]'Y -2InT]+cln~+(1-c)ln(1-~) 

I I, 
-cr -(1-c}T' 

(2 ) 
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where N is the number of atomic bonds between near­
est neighbors in the lattice, c is the concentration of 
impurities, and 

1]= (1-s) exp (-I,IT) +5 exp (-liT), (3) 

where J is the new exchange interaction energy be­
tween atoms of the first and second type, due to the 
presence of an impurity between them. We define the 
impurity concentration c as the ratio of the number of 
impurities to N. The quantity ~ is found from the con­
dition a(T-IFc)/a~ = O. Substituting the expression (2) 
into the latter condition and eliminating ~ by means of 
(3), we obtain the fundamental equation used and dis­
cussed in this paper: 

[;T :1] ~ (:~~ ,y) - 2~] [ 1]-exp (- 2;,)][ exp ( - 2;) -1]] 

+c[ exp( - 2;) -1]] -(1-c) [1]-exp( - 2i)] =0. 
(4) 

It follows from this expression that the thermodynamic 
quantities of the lattice with impurities, considered as 
functions of the variables (1 - 7j)/ (1 + 1) and y, have 
the same singularities as the corresponding quantities 
for the ideal lattice, considered as functions of the 
variables x and y. One can convince oneself that the 
logarithmic terms appearing in (2) introduce no addi­
tional singularities into Fc for c '" 0 and c '" 1. 

Thus, to find the dependence of the phase-transition 
temperature Tc on the concentration c we must solve 
Eq. (4) jointly with the equations in(l] that give the 
singular points of the function q,(x, y). In our case, the 
latter equations are either 

~= (Hy)' 
(5) (1-1]')' 2-(Hy)' ' 

or 

~= (Hy)' 
(6 ) 

(1-1]')' 2y'-(1+y)' ' 

The algebraic equations (5) and (6) determine two 
branches of the dependence y = y( 1), for which the 
variable ranges over the intervals -1:5 Y :5 f2 - 1 and 
-1:5 y:5 1 - f2 (0:51) :5 co) respectively. 

The scheme for finding the dependence Tc = Tc(c) 
is as follows. We substitute the expression y = y( 1) ) 
found from (5) or (6) into (4) and find 1)c = fj(T, c) at 
the phase-transition point. After this, the expression 
y = y( fjc) determines the dependence of interest-the 
concentration dependence of the phase-transition tem­
perature. In order to realize this procedure, it is con­
venient to introduce the following function of the vari­
able 1): 

(7) 

For the first branch of the dependence y = y( 1), we ob­
tain 

(8 ) 

and, at the same time, the function rp (1) should be taken 
in the form 

(9 ) 

For the second branch of the dependence y = yeT) we 
have 
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y=y,(1]) $;- (1 +2121]/(1 +1]'» -', (10 ) 

and the function rp (1) is defined by the expression 

_ ()_ H1]' {1 2 "1'21] [2l'21]+1+1]'] 'I, 
'p-<p,1] = 41](1-1]') --; H1]'-121] 2121]-1-1]' 

(11 ) 
Xarccos (1-1]')'}_~ 

41]' 21]' 

We note that the relations (9) and (11) specify com­
pletely-defined analytic functions of the variable 1), in 
which 

11-zarccosz=1z-lln (z+l'z'-1) 

holds for values z > 1. 

lnasmuch as t~e function rp(1) appearing in the 
formulation of Eq. (4) has been found in explicit form, 
the difficulties of the subsequent analysis lie only in the 
cumbersome nature of the corresponding transcendental 
equations. It is clear that the concrete form of the de­
pendence Tc = Tc(c) is determined by the values of the 
parameters of the problem (the quantities J " J 2, and 
J); therefore, we shall consider the most interesting 
and physically intelligible cases individually. 

2. CASE OF COMPLETE BREAKING OF THE BOND 
BETWEEN NEAREST NEIGHBORS 

We shall consider first the simplest and physically 
most transparent case, in which the impurity com­
pletely breaks the bond between nearest atoms. Com­
plete rupture of the bond corresponds to J = 0, and, 
when (7) is taken into account, Eq. (4) takes the form 

'1'('1) [1]-exp (- 2:')1 (1-1])+c(1-1])-(1-c) [l1-exp (- 2;,)]. 

(12) 

To classify the results arising from the analysis of Eq. 
(12), it is convenient to introduce the dimensionless 
parameter a = 1 J 1/ J 21, which can vary in the range 
0:5 a :5 "". The limiting values of a correspond to 
ordinary square Ising lattices with exchange interaction 
equal either to J 2 (for a = 0, J 2 .. 0) or to J , (for 
a = "", J 1 '" 0). We note that a concentration c = 1 in the 
case of com plete rupture of the bonds, irres pecti ve of 
the magnitude of J 1, transforms the system considered 
into an ordinary square lattice with exchange interac­
tion J2 between nearest neighbors. 

We shall assume for definiteness that J , > O. If J 2 
> 0, the ground state of the system without impurities 
corresponds both to ferromagnetic ordering of the 
atoms of the second type, coupled by interaction energy 
J 2 (F-state) and to ferromagnetic ordering of the whole 
lattice (FF-state). In this case, Eq. (12) has a solution 
for all concentrations, if rp = rp 1 (1) and 0 :5 1) :5 1. The 
dependence of the phase-transition temperature Tc on 
the impurity concentration c is elementary to obtain 
using (8) and can be represented schematically by the 
graphs shown in Fig. 2, in which To is the phase­
transition temperature for c = O. The curve a = 00 

corresponds to the case of a simple square lattice with 
interaction, of magnitude J 1, between nearest neighbors 
only. The presence, noted by Lushnikov[2], of the criti­
cal concentration c = 0.5 is characteristic for this 
curve. For impurity concentrations greater than this 
value, a phase transition is not observed in the simple 
Ising lattice. The inclusion of any (even arbitrarily 
small) interaction J2 (J2 > 0) leads to the disappearance 
of the critical concentration on the phase-transition 
curve. This is a completely intelligible result, since, 
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besides the interaction between nearest neighbors, an 
interaction of the ferromagnetic type appears between 
next-nearest neighbors, which is not destroyed by the 
impurities. With decrease of a, the concentration de­
pendence of the phase-transition temperature becomes 
weaker, and in the limit a = 0 the phase -transition 
temperature does not depend on the concentration. The 
latter fact is completely natural, since for J 1 = 0 the 
impurities do not influence the state of the system. 

If J 2 < 0, then for a > 1 the ground state of the sys­
tem without impurities is, as before, the FF -state, 
while for a < 1 it corresponds to antiferromagnetic 
ordering of the atoms of the second type, defined by the 
interaction J 2 (A-state). In the case a > 1 Eq. (12) 
has a solution for all concentrations, both for rp = rp l( TJ) 
and for rp = rp 2 (TJ), where O:s TJ:S 1, but in the case 
a < 1 a solution of (12) is possible only for rp = rp d TJ) 
for O:s TJ :s 1. The dependence of the phase-transition 
temperature on the concentration in the case a > 2 is 
shown in Fig. 3. The dashed curve corresponds to the 
case J 2 = 0 and coincides with the curve a = 00 in Fig. 
2. The solid curve separates the region of existence of 
the ordered phase from the region of existence of the 
disordered phase. The region of ferromagnetic-type 
states of the system is indicated by the letter F, and the 
region of ordering of the antiferromagnetic type by the 
letter A. It is found that, for J 2 < 0 and at > 1, the 
phase-equilibrium curves at T = OOK necessarily pass 
through the point c = ck = 0.25. This critical concentra­
tion separates the ranges or existence of the F and A 
ground states and is a singular point for a lattice of the 
type conSidered, with impurities. At c = ck, a rear­
rangement of the ground state of the system under con­
sideration occurs (we have an F-state for c < ck and 
an A-state for c > Ck). 

The following physical explanation can be given for 
the appearance of the above-mentioned critical concen­
tration for J 2 < 0 and 1 J21 < J 1• At T = OOK, the state 
of the system is determined entirely by energy relation­
ships, and it is therefore necessary to trace the distri­
bution of impurities taking only energetic considera­
tions into account. For c = 0 and at> 1, the ground 
FF-state existing in the system is "unfavorable" with 
respect to the interaction of the non-nearest neighbors, 
since J2 < O. Therefore, the impurities added to the 
system (c ".0) will gather into complexes, ''blocking'' 
sites of the second type. In fact, if four impurities sur­
round an atom of the second type, it is favorable for the 
atom to flip its "spin", creating local antiferromag­
netic order. The energy is then reduced by an amount 
81 J 2 1. For a low concentration (c « 1) the impurities 
will gather principally into isolated clusters, each con­
sisting of four impurities, and the energy is lowered by 
2J~ for each impurity in the clusters. However, it turns 
out that the formation of complexes in which the impuri­
ties are densely arranged along closed lines separating 
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regions of FF-states with oppositely oriented total 
spins corresponds to the same energy lowering per 
impurity. A narrow region of antiferromagnetic order 
appears along the boundary line itself. In proportion 
with the increase in the impurity concentration, the 
total area of local antiferromagnetic order increases 
and the number of neighborhoods of ferromagnetically 
ordered regions with opposite spins increases. As a 
result, at a certain concentration ck the network of 
antiferromagnetic order covers the whole lattice and 
the total spin of the system becomes equal to zero. 
This process should proceed in the same way for any 
Jz < 0 and a> 1, and therefore the quantity ck depends 
neither on J~ nor on a and is a geometrical character­
istic of the original lattice. It is found that ck = 0.25. 

The behavior of the left branch of the phase-equili­
brium curve in Fig. 3 for T'" 0 can be understood by 
considering the example 1 Jzl « J 1 (a » 1). For kT 
» 1 J 2 1, the phase-transition curve will differ little from 
the curve a = "". A sharp change in the behavior of this 
curve can set in only when kT ~ 1 J 21, and for kT 
« Jz the considerations that determine the structure of 
the ground state become important and the curve should 
pass through the point c = ck, T = O. The temperature 
kT ~ 1 Jzl can be compared with the disorder tempera­
ture introduced by Stephenson [3] for the lattice of the 
model assumed. Near this temperature, the short-range 
order in the system should change. 

We note that for all a > 2 there is a range of concen­
tration values c > ck for which the system is charac­
terized by three phase-transition temperatures, separat­
ing the regions of the A-phase, the disordered phase, 
the F-phase, and the disordered phase again. 

Figure 4a shows the phase-equilibrium curves for 
the cases a = 2 (the dashed line) and 1.102 < a < 2 (the 
solid line). For a = 2 a single phase-transition tem­
perature corresponds to each concentration, and for 
a < 2 there appears a range of concentrations to the 
left of the point ck (c < ck) in which the system ex­
periences three phase transitions (the F-phase, the 
disordered phase, the A-phase, the disordered phase). 

For a = 1.102, the range of concentrations that per­
mit three phase transitions expands down to c = 0 and 
the phase-equilibrium curve takes the form of the 
solid curve in Fig. 4b. The dashed curve in Fig. 4b 
corresponds to values of a in the range 1 < a < 1.102. 
As the parameter a approaches unity, the temperature 
region of existence of the F-phase decreases, and for 
a = 1 it degenerates into the isolated point c = 0, T = O. 
This is connected with the fact that the value a = 1 for 
J 2 < 0 corresponds to a completely compensated impur­
ity-free lattice of the type considered, in which an 
ordered ferromagnetic-type state cannot exist for 
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T "" 0 (cf.[l)). As regards the A-phase, however, in the 
case a < 1.02 there is for this a region of existence for 
any concentration. Finally, for a < 1 the system can be 
found only in two phases: in the A-phase and the dis­
ordered phase. The phase-transition curve in this case 
is analogous to the upper dashed line in Fig. 4b. For 
a = 0 the phase-transition temperature ceases to depend 
on the impurity concentration. 

We turn now to the case J 1 < O. We note that if we 
simultaneously replace J 1 by -J1 and T/ by 1/1) in Fig. 
(12), its form is unchanged. Consequently, the analysis 
of the solutions of Eq. (12) carried out above is also 
applicable in the present case. It is necessary only to 
keep in mind that 1:s T/ :s 00. Since the functions 
y = ydT/) and y = Y2(T/) given by the formulas (8) and 
(10) are also unchanged by the above replacement, both 
the classification of the solutions of Eq. (12) by means 
of the parameter a, and the form of the phase-equili­
brium curves shown in Figs. 2-4 are conserved. 

It is necessary only to make a few remarks concern­
ing the ground state of the system. If J 2 > 0, the ground 
state of the system without impurities corresponds to 
an F-state of the atoms of the second type and to anti­
ferromagnetic order of the atoms of the whole lattice 
(an FA-ground state). The presence of impurities in the 
system does not affect the F-order of the atoms of the 
second type at T = OaK, but destroys the FA-order of 
the system as a whole. A nonzero total spin M appears, 
which increases with increasing impurity concentration, 
reaching its greatest value when c = 1. The point c = 1 
corresponds to a simple square lattice with interaction 
J 2 > 0 between nearest neighbors. Thus, the presence 
of impurities in the system makes possible a continuous 
transition from a state with M = 0 (c = 0) to a state 
with M ~ 0 (c ;0' 0) at T = OaK. 

If J 2 < 0, then, for a > 1, the ground state of the 
system without impurities is, as before, an F-state for 
the atoms of the second type and an FA-state of the 
whole lattice, and for a < 1 it corresponds to an A 
ground state of the atoms of the second type. The exist­
ence of the critical concentration ck = 0.25 for a> 1 
can be explained by the same arguments as were pre­
sented in the case J 1 > 0, these being applied, however, 
only with respect to the atoms of the second type. 

3. THE IMPUHITY CHANGES THE SIGN OF THE 
EXCHANGE INTERACTION 

We turn now to the case when the impurity reverses 
the sign of the interaction J 1 between nearest atoms, 
without changing its magnitude. The new exchange 
energy is J = -J1, and, when (7) is taken into account, 
Eq. (4) takes the form 

rp('1} ['1-exp (- 2; )] [exp (2:.) -'1] +c[ exp (~.) -'1] 

-(i-c) ['1-exp ( - 2i)] =0. (13) 

If To (J 1, J 2) is the phase-transition temperature in the 
lattice without impurities, then, as shown in[l), the 
relation To(J1, J 2) = To(-J1, J 2) holds. It is easy to 
see that, in the case we are considering, the relation 

(14) 

is fulfilled, where Tc (J1, J 2) is the transition tempera­
ture in the lattice with impurities. 

The symmetry described by the relation (14) permits 
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us to perform the analysis for only one sign of J 1. We 
shall assume, for definiteness, that J 1 > O. If J 2 > 0, 
Eq. (13) has a solution for all concentrations for 
cp = cpdT/) and O:s T/:S "". The dependence of the phase­
transition temperature Tc (J 1, J 2) on the impurity con­
centration c in this case is shown in Fig. 5. The curves 
terminating at the points Co and 1 - Co on the abscissa 
correspond to the case a = "" (a simple square lattice 
with exc hange interaction J 1 between nearest neighbors 
only). Characteristic of this curve is the presence, 
noted by Lushnikov(2), of two critical concentrations: 
c 1 = Co = (2 - 12)/4 and C2 = 1 - co, between which a 
phase transition is not observed. When any arbitrarily 
small interaction J 2 (J2 > 0) is switched on, the critical 
concentrations on the phase-transition curve disappear. 
This result can be understood on the basis of the follow­
ing arguments. As already noted, if J 2 > 0 the ground 
state of the system without impurities corresponds to 
F-ordering of the atoms of the second type and FF­
ordering of the whole lattice. For c = 0, the system 
possesses a nonzero total spin M. The presence of im­
purities reversing the sign of J 1 "flips" some of the 
spins of the atoms of the first type, as a result of which 
the total spin M is decreased. But since the impurities 
do not affect the F-ordering of the atoms of the second 
type, there appears the possibility of a continuous 
transition from a state M = 0 with c = 0 to a state 
M = 0 with c = 1. Thus, the interaction of non-nearest 
neighbors stabilizes the ferromagnetic-type ordering 
of the whole lattice in the ground state, for any impurity 
concentration. 

With decrease of a, the concentration dependence of 
the phase -transition temperature becomes weaker, and 
in the limit a = 0 the phase-transition temperature 
does not depend on the concentration. 

The ground state of the system without impurities 
for the case J 2 < 0 has already been discussed. If 
a > 1, Eq. (13) has a solution for all concentrations, 
both for cp = CP1 (I)) and for cp = cp 2 (T/), with 0 :s T/ :s "", 
while if a < 1 solutions are possible only for 
cp = cp 2 (T/ ) and 0 :s T/ :s 00. The concentration dependence 
of the phase-transition temperature in the case a » 2 
is shown in Fig. 6. The dashed curve corresponds to 
the case J 2 = O. The solid curve separates the region 
of existence of the ordered phase from the region of 
existence of the disordered phase. It is found that, for 
J 2 < 0 and a> 1, the phase-equilibrium curves neces­
sarily pass through the pOints c = ckl = 0.25 and 
c = ck2 = 0.75 for T = O. We note that, in accordance 
with (14), the critical pOints are positioned sym­
metrically about c = 0.5. The critical concentrations 
Ckl and ck2 separate the ranges of existence of the F 
and A ground states and are singular points for the 
lattice with impurities being studied. For c = ckl and 
c = ck2, a rearrangement of the ground state of the 
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system occurs (we have an F-state for c < ck1 and 
c > Ck2, and an A-state for ck1 < c < Ck2). 

The explanation of the appearance of the critical con­
centrations ck1 and ck2 in the case J 2 < 0, a> 1 is 
analogous to the explanation of the appearance of the 
critical concentration in the case of complete rupture 
of the bonds (cf. Sec. 2). The sharp bend in the phase 
diagram in Fig. 6 for a » 2 in the low-temperature 
region can also be understood on the basis of the same 
arguments that were used to explain the behavior of the 
phase-equilibrium curve in Fig. 3 for the case of com­
plete rupture of the bonds. 

As regards the phase-equilibrium curves for a:S 2, 
in the concentration range 0 < c < 0.5 they can be de­
scribed schematically by the graphs in Fig. 4. The 
dashed line in Fig. 4a again corresponds to the case 
a "2, and for 1.102 < a < 2 we can make use of the 
solid line in Fig. 4a. For a < 2 concentration ranges 
c < ck1 and c > ck2 (increasing with decrease of a) ap­
pear in which the system can be found in three phase 
states (the F-phase, the disordered phase, the A-phase, 
and the disordered phase again). For a" 1.102 the 
ranges of the concentrations that permit three phase 
transitions cover the intervals 0 :s c :s 0.25 and 0.75 
:s c :s 1, and the phase-equilibrium curve takes the 
form of the solid line in Fig. 4b. The dashed line in 
Fig. 4b corresponds to a value of a in the range 
1 < a < 1.102. As the parameter a approaches unity, the 
temperature range of existence of the F-phase de­
creases, and for a " 1 it degenerates into the isolated 
points c = 0, T " 0 and c " 1, T " O. At the same time, 
the A-phase for a < 1.112 can exist for any impurity 
concentration. If a < 1, the system can be found only 
in two phases: in the A-phase and in the disordered 
phase. The phase-transition curve in this case is ana­
logous to the upper dashed line in Fig. 4b. For a" 0 
the phase-transition temperature does not depend on 
the impurity concentration. 

CONCLUSION 

We have analyzed the dependence of the phase-transi­
tion temperature on the impurity concentration in the 
two Simplest cases: when the impurity breaks the bond 
between nearest neighbors (J " 0) and when it changes 
the sign of the interaction (J " -J 1). In principle, it is 
not difficult to construct the corresponding graphs for 
other values of J, since for this it is sufficient to ana­
lyze Eq. (4) with other values of the parameters. How­
ever, we shall confine ourselves to just a few qualitative 
remarks, some of which are obvious after the investiga­
tions described above. 
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First of all, and we see this as the main result, the 
ground state of the system is an ordered state for all 
concentrations. We draw special attention to this fact, 
because, in a number of papers devoted to the effect of 
impurities on the phase transition in a simple Ising 
lattice with interaction between nearest neighbors 
only[2,4,5l , it was concluded that, in a certain range of 
concentrations, the ground state of the system is a 
disordered state. Such behavior of a simple lattice at 
T " OOK is connected with the fact that, in the indicated 
concentration range at low temperatures, the impurities 
form clusters that do not interact with each other and 
behave like particles of an ideal gas. The inclusion of 
interaction between non-nearest neighbors makes the 
ground state ordered. 

Furthermore, it is always possible to find values of 
the parameters of the problem such that more than one 
phase-transition temperature exists in a wide range of 
concentrations. Finally, if J 2 < 0, the ground state is 
characterized by the existence of critical points sepa­
rating ferromagnetic-type and antiferromagnetic-type 
states at T " OOK. 

The authors are grateful to I. M. Lifshitz for discus­
sion of the work. 

Note added in proof (April 24, 1974). In the recently published arti­
cle by Kasai and Syozi [6], the dependence of the phase-transition tem­
perature on the impurity concentration in a two-dimensional Ising lattice, 
equivalent to a certain specific Union Jack lattice in which the impuri­
ties change the sign of the exchange interaction between nearest neigh­
bors, was analyzed. In this model, the critical concentration separating 
the regions of ferromagnetic and antiferromagnetic order at T " 0 are 
absent. The physical situation that arises is similar to the one that we 
discuss in connection with Fig. 5. 
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