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The vertex functions, polarization operator, and Green functions in the (4-E)-dimensional theory of 
phase transitions with a I{J4 interaction are calculated for small values of E by direct summation of 
perturbation-theory graphs. The expressions obtained are valid both in the region of applicability of 
perturbation theory and in the scaling region. 

1. INTRODUCTION 

As is well known[ll, the Landau theory of phase transi­
tions holds with logarithmic accuracy in four-dimen­
sional space. It is natural to expect that in a (4- €)­
dimensional space with €« 1 the deviation from the 
theory will be small. Wilson and Fisher therefore pro­
posed using € as a small parameter to calculate criti­
cal indices [2J. Using renormalization-group ideas, 
Wilson [3J has calculated the indices to order €3 and 
has obtained an expression for the four-point function 
in the scaling region. Tsuneto and Abrahams[4J have 
done the same using Ward identities. However, the 
field-theory equations were not solved in these papers 
(it is well known that the theory of phase transitions is 
formally equivalent to field theory). On the other hand, 
Larkin and Khmel'nitskil [1l showed that in a four­
dimensional field theory with a rp4 interaction a log­
arithmic situation obtains and the principal contribution 
to the vertex functions is determined by the parquet 
graphs. It is natural that these same graphs should also 
give the main contribution in a (4- f)-dimensional theory 
with €« 1, although the logarithm is replaced by a power 
function with small exponent €. This is connected with 
the fact that for small € the power function, like the 
logarithm, is large and Slowly-varying. 

In the present paper, by summation of parquet graphs 
in (4- f)-dimensional space, explicit expressions are 
obtained for the vertex functions, polarization operator 
and Green function in the whole range of variation of the 
momenta, and the connection with perturbation theory is 
made. It is shown, in particular, that in the scaling re­
gion the coefficient of the corresponding power of the 
momentum in the vertex with two external points and 
one angle and in the polarization operator is a power 
function of € with a non-integer exponent. Critical in­
dices are also calculated. The expressions obtained for 
the indices coincide with the results of the papers [3,4J 

2. CALCULATION OF THE VERTEX FUNCTIONS 

We shall consider the theory of an n-component field 
rp a, the Hamiltonian of which is equal to [3J 

<p2~ E<p.', (V<p)'~ L. (V<pi)'; 
, 

d is the number of dimensions. We shall define the 
Green function 

( 1) 

G,;(r) =(<p.(r) <p;(O) >; (2) 

the averaging is performed with weight e-H/T. It is 
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perfectly obvious that Gij(r) = oijG(r). The zeroth­
order Green function in the momentum representation 
is equal to 

Go (k) =11 (k'+xo'). (3) 

We note that a factor 1/2! must be associated with each 
closed loop, as is shown easily in the derivation of the 
perturbation theory. 

We turn now to the calculation of the vertex function 
r a{3Jlv, In the first approximation of perturbation 
theory, we have 

We shall consider the second-order graph: 

This equals 

O;p 
«~I' 
f~" 

t· P+II 

(4) 

( 5) 

( 5') 

As usual, we shall assume that for large momenta G(p) 
= p_2+1). On the other hand, as shown in the papers of 
Wilson and Fisher [2,3J, and as will be shown in Sec. 3 
of this paper, 1) is small (1) = 0.02). Therefore, we shall 
assume in this Section that 1) = O. 

We shall consider the region of large momenta q» K, 

where K is the renormalized value of Ko (at the phase­
transition point, K vanishes). We note that for d= 4 the 
integral in (5) diverges logarithmically. For finite €, 
it is not difficult to see that the integral is determined 
by the range of variation: p-qe1/ € »q. We can therefore 
write (A is the momentum cutoff) 

'A' A ddp 
Llr"~",= -2J"~", S (2n)d G'(p). 

q 

(6) 

Putting [3J 
ddp . 
---+- K p'-' dp (2n)d d • 

(7) 

we have (€ = 4-d) 

Llr"~",= -~J"~",~[(~) '-1]. 
2 eN q 

(8) 

From (8) it can be seen that for €« 1 the function 
obtained varies very slowly (when (A/q)€ chan1,es by a 
factor of e, q should change by a factor of ell ). In this 
case as in the logarithmic situation (for € = 0), the 
principal graphs are the parquet graphs [1,5J. To 
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calculate the vertex in the parquet approximation, 
it is convenient to use the method proposed by Poly­
akoV[6]. As we have seen, the power divergences arise 
on account of the two-particle sub-units. Selecting in 
each graph the two-particle sub-unit in which the mo­
mentum of integration is smallest, we can obtain for 
the vertex the equation 

>< -'X' + '~'+ 'X' + 'X' 
2 ~z ~l ~X X 

Z J Z II 

Here the external momenta are equal to 

k",=k/2±q" k",=-kl2±q, k,+k,+k,+k,=O, 

(9) 

and the external indices are equal to a, f3, J.L and lJ re­
spectively. The shaded circles are vertices in which 
all the virtual momenta Ki »p, where p is the momen­
tum of integration in the equation. 

We shall assume that ql »q2 »k. We put 

z>y>x>1. 
(10) 

Then, as in Polyakov's paper [6], we obtain the following 
equation for the vertex r af3J.llI(x, y, z): . 

ra ", (x, y, z) =1"',"-~ J dt{ra,,,,,(t, t, t) r,,,. (t, t, t) , 
+ r a"p (t, t, t) r"p. (t, t, t)+r ."p (t, t, t) r,p" (t, t, t») (11) 

" , 
-~ J dtra"p(x,t,t)r,,,v(t,t,t)-~ Jdtra"p(x,t,t)r,,,,(y,t,t), 

" " 
where 

p=Kd/2eN. 

We introduce the notation 

ra",(x, y, y) =r"".(x, y), 

ra".(x, x, x) =ro.",(x) , 

r a ,", (x, y, z)=T,(x, y, z)I.,,,+T,(x, y, z)R."" 

r'a','(x, y) =P,(x, y) Ia".+P, (x, y)R.,"" 

ro.".(x) =Po (x) la',., 
R a r>).tv=lSa [)c5J.4v, 

From (11), taking (4) and (13) into account, we obtain . 
T,(x,y,Z)=A-~(n+8) J dtP,'(t) 

1 

" , 
-2~ S dtP,(x,t)P,(t)-2~ SdtP,(x,t)Pt(y,I), 

" " 
" 

T,(x, y,z)=-~(n+2) S dt[P,(x, t)+P,(X, t) ]Po(t) 

-~ S dt{ (n+2) [P, (x, t)P, (y, t) +PI (x, t)P,(y, t) 
, 

+P,(x, t)P, (y, t) ]+nP,(x, !)P,(y, t)l. 

It can be seen from (14) that TI and T2 are ex­
pressed in terms of PI, P2 and Po. It is therefore 
convenient to have equations for these quantities im­
mediate ly. Putting y = z in (14), we obtain 

P, (x, y) =A-p(n+8) j dt P,'(t) -2p S dt P, (x, t)P,(t), 
I " 
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(12) 

(13) 

(14) 

P,(x,y)=-p(n+8) Sdl[P,(X,t)+p,(x,t)]P,(t). (15) 

We put x=y in (15); then, . 
Po(x)=f.-p(n+8) ~ dtP,'(t) (16) 

We begin by solving Eq. (16). We differentiate (16) 
with respect to x and solve the equation obtained: 

P,(x)=Alt(x), t(x)=1Hp(n+8) (x-1). (17) 

Next, from (15) and (16) we have 

• 
P,(x,y)=P,(x)-2p SdtP,(x,t)Po(t). 

We differentiate (18) with respect to y and solve the 
equation: 

(18) 

PI(x, y)=A[t(X)]-(O+6)/(O+6)[t(y)}-'/(o+6'. (19) 

Solving the second Eq. (15), we have 

71+2 
P,(x, y) =A-n-{[t(x) ]_6/(OH)[t(y) ]-(O+2)/(OH) (20) 

-[t(x) ]-(O+6)/(OH)[t(y) )-Zl(o+8)}, 

Substituting (17), (18) and (20) into (14), we obtain 

{ n+6 
T,(x, y, Z)=A[t(X»)-(n+8)/(o+8) n+4 [t(y)l-,/(n+8) 

- n:4 [try) )-(0+6)/(0+6)[t(Z) ) (oH)/(o+8) }, 

A {6(n+2) T,(x, y,z) = - ---[t(x) ]-'I'''+8)[t(y) ]-(0+2)/(0+8) 
n 4-n 

_ (n+2) (n+6) [t(x) )-(o+6)l(n+8) [t(y) ]_'1(0+8) 

71+4 

(n+2)' - 4=;:;- [t (x) t (y) ]-'/("+8) [t (z) ] (1-n)/(0+8) 

2(n+2) + ___ [t(x)t(y) ]-(0+6)l(n+8)[t(1,) ](nH )/(o+8). 

n+4 

(21) 

(22) 

We now proceed to the analysis of the expressions 
obtained. First of all, we note that for a one-component 
system (n= 1) all the expressions are considerably 
Simplified. For n= 1 we must replace the tensor 
Raf3/J.lJ by unity and replace Iaf3J.llI by a factor equal 
to three. Then we have from (13), (17) and (19)-(21) 

rex, y, z)=3T,(x, y, z)+T,(x, y, z)=31c{2[t(x)]-'/,[t(y)]-'I, 

-[t(x)t(y) ]-'I'[I(z) l"'}, (23) 
r,(x, y)=3P,(x, y)+P,(x, y)=3),[t(x) ]-'I,[t(y) ]-'1,. (24) 

We now consider the region of momenta that are 
small compared with the momentum cutoff A. Then 
from (10), (17), (19) and (20) we have 

r 1all).t'V (q, k) = aqC(n+6)/(n+8) k 2e/(n+Bl Jail).!" +a n+2 {q6e/(n+8} k(n+2)e!(n+3) 

n 

_ q( n+6)e/ (n+8) k 2e /(1l+8)} Ra:>IJ-'V; 

2e 16";'8 
a=---""--. 

(n+8)Kd n+8 

In the latter equality we have replaced Kct by ~. 

(25) 

(26) 

There is also an analogous, but more cumbersome, 
formula for r a f3J.llI(ql, q2, k). We write it out for the 
case n= 1 only: 

r(q" q" k) =3a{2q,',I'q,"/"- (g,g,)" /3 k-'/'}, (27) 

r, (q, k) =3aq"I'k'I'. (27') 

The expressions (25) and (27), and also the analogous 
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formulas for ra{3j.Lv(qlf~' k), define, in the general 
case, the correlation functions that depend on four co­
ordinates. It is easily verified that the rule formulated 
by Polyakov [6J for the coalescence of the correlations 
is fulfilled for these functions. It may be hoped that the 
general structure of the vertex functions will also be 
conserved in the three-dimensional case, if we put 
€ = 1, although, of course, the coefficients of the powers 
of the momenta can change. 

We shall now calculate the vertex Fa{3, represented 
by graphs with two external points and one angle, and 
the polarization operator ll(q). In the case when the two 
momenta defining F a{3 are of the same order, we have 
for F et{3 the follOwing equation [IJ: 

AAAI 
= + '!i 

cc: ,Ii I i,~ 

'" ! ! -- fi' 

(28) 

or, analytically, 
1 A dd 

Fo,(q)=6·,-z S (2~d F .. (p)G 2 (p)ro".,(p). 
q 

(28') 

The polarization operator ll(q) equals [Il 

1 ddp 
II(q)=2S (2n)d F.,(p)Fo,(p)G'(p). (29) 

q. 

Putting F a{3(p) = Foa{3 and solving (28) and (29) in the 
same way as we solved the equation for Po(q), we obtain 

F(x) = [t(x) ]-(n+2)/('+8), 

n 1 
II (x) = -- ([t(x)] ('-')/(.+B)-i}. 

4-n , 

for q «A, we have 

(30) 

I.p 

~P 
'p.p.~-k 

where p and q are the smallest of the virtual mo­
menta and q» p »k. We then obtain 

(35) 

1 A ddp A ddq 
~ •• (k)=~(k)6 •• = -31 S (2n)d G(p) S (2n)d ro.,.p(q)ro.p,,(q)G'(q). 

• P (36) 

Taking into account that r oa{3j.Lv(q) = Po(q)Ia{3J.Lv, where 
Po(q) satisfies Eq. (16), which we rewrite in the form 

n+8 SA ddp 
Po(k)=A--2- (2n)d G'(p)Po'(p), 

/, 

and that Iet{3CJpIapJ.L{3 = 3(n + 2)oet J.L' we obtain 

n+2sA ddp 
~(k)=-- --G(p)[Po(p)-A] 

n+8. (2n)d 

n+2 S ddp 
=-- --G(k-p) [Po(p)-A]. 

n+8 (2n)d 

It can be seen from (37) that L(k) diverges quad­
ratically at large momenta, and it is therefore con­
venient to make a subtraction. We introduce 

~,(k)=~(k)-~(D) 

n+2 S ddp 
=-- --[G(k-p)-G(p)]Po(p). 

n+8 (2n)d 

(37) 

(38) 

Since the renormalized quantity K2 is determined by the 
condition 

xo'-~ (D, x') =x', 

the Green function equals 

G=[k'+X2_~,(k) ]-'. 

(39) 

(40) 

(a) (n+Z)/(n+8) 

F(q)= --;;:q' , 
_ n (a , ) _(i_n)/(n+Sj 

II(q)- (4-n)A --;;:q 

To determine 7J, we must consider the region of 
(31) momenta k »K. On the other hand, since 7J >0, in this 

region 

Since et - €, it can be seen from (31) that the coefficients 
of the powers of q in F and II are proportional to 
€(n+2)1(n+8) and c(4-n)/(n+8) and cannot be expanded 
in a series in E. 

3. CALCULATION OF THE CRITICAL INDICES 

To determine the index Y, we shall use the Ward 
identity [IJ 

dr 
-d ,=F(D), r=G-'(D). 

Xo 
(32) 

Since for q - 0, if we neglect the index 7J, we must put 
K:::: ri/2 in place of q in F(q), we have 

'Y=1+e(n+2)/2(n+8), 
(33) 

where KoC is the critical value of Ko. The expression 
(33) for y was obtained in the papers [3,4J. 

The specific heat c is proportional to ll( 0), and 
therefore 

(34) 

We turn now to the calculation of the index 7J. For this 
we must calculate the Green function. It is easy to show 
that in the parquet approximation L is defined by the 
graph 
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~,(k) ~k'-'»k'. 

Therefore, in the region of interest, 

(41) 

On the other hand, from (25) and (26) we have for A »k 
»K: 

Po(k) 

The expression (42) differs from (25) because in the 
derivation of (25) we assumed that G(k) =k-2, and in 

(42) 

the derivation of (42) we took for G(k) the formula (41). 

From (38), (41) and (42) we obtain 

k2-, = 2(n+2)e S...!!:'J!......p,_,,{ __ 1 ___ 1_} (43) 
(n+8)'Kd (2n)d Ik-pl'-' pH . 

It can be seen from (43) that the integral is determined 
by the region of momenta ke I /7J »k, and therefore the 
integrand can be expanded in k. Taking into account 
thatr3J 

ddp K d-, ~ • 5--=-5 p'-'dp 5 (sinv)'-'dv, 
(2n)" 2n" " 

( 44) 

we obtain after simple computations the following ex­
preSSion for 7J: 

n+2 
1'] = 2(n+8)' e', 
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which coincides with the corresponding expression in 
Wilson's paper [3J. 
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