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The laws of variation of the electromagnetic and gravitational fields in the space surrounding a 
collapsing star are obtained. At large distances from the star. the wave part of the field following 
the exponential front falls off according to a power law of the type 1/ r TI j 2, where T is the time 
reckoned at the given point from the instant the exponential front passes the point. The period 
during which this power law remains valid is determined by the distance R over which the 
gravitational field of the collapsar is comparable to the fields of the surrounding bodies. In the 
idealized case when the collapsing star is the only gravitational-field source, the period during which 
our law remains valid is, in light units. equal to the distance r to the observation point. After a 
time T~ r Ic, the residual field in this idealized case relaxes according to the law t -21-2. The same 
law determines the relaxation of the fields at distances r ~ r g' The appearance at steep wave-pocket 
fronts of tails with a power damping law is a general feature of the passage of waves through a 
space-curvature barrier created by a gravitating body. 

1. INTRODUCTION 

The rapid progress made in astrophysics has gener­
ated an increasing interest in "black holes" - bodies 
undergoing the phenomenon of gravitational collapse. 
The exact solution to the problem of the gravitational 
collapse of a spherically symmetric mass distribution 
is well known [1l. In the space surrounding such an 
object, the gravitational and electric fields do not vary. 
Real astronomical objects are always nearly spheri­
cally symmetric formations. In connection with the 
search for celestial bodies undergoing gravitational 
collapse, the problem of the fields outside such an ob­
ject arouses great interest. Interest in the problem 
surged particularly when Regge and Wheeler [2] dis­
covered that the static solutions for the multipole com­
ponents of the gravitational field diverge as r - rg, 
where r,g is the gravitational radius of the body (see 
also [3,4,). 

The problem of the fields of a collapsing object has 
been considered bt; Ginzburg and Ozerno'i for the elec­
tromagnetic field 5] and by Doroshkevich, Zel'dovich, 
and Novikov for the gravitational field [4,6]. The static 
solutions for the spherically nonsymmetric part of the 
field as we approach the gravitational radius rg vary 
according to the law (see [4]): 

(1.1) 

The requirement that the fields have no singularities in 
the dynamical process as r - rg leads, as has been 
shown in [5,6], to the important conclusion that the non­
spherical part of the fields outside matter vanishes 
asymptotically. Estimates made in [5,6] show that this 
decrease occurs according to, or faster than, the 
law -lit. 

A more detailed mathematical analysis carried out 
in [7] shows that the fields near rg are by no means 
quasi-static in nature. The requirement that the field 
on the stellar surface be analytic in the proper time 
s of the surface leads to a boundary condition for the 
wave generated by the surface-the amplitude of this 
wave varies according to an exponential law. In this case, 
however, the effect of anomalous tunneling through a 
space-curvature barrier-an effect which is similar to 
the anomalous-scattering effect in quantum mechanics[S] 
-is not manifested. The anomalous-tunneling effect 
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leads, as will be shown below, to the appearance of a 
power "tail" after the passage of the exponential 
front. The period during which this power law remains 
valid is equal to T- r, where r is the distance from the 
star to the observer. 

After a time T-r, the amplitude </l(r, t) of the field 
becomes a quantity of the order of a static multi pole 
field: </lst- J-L/rl+l. This part of the field relaxes to zero 
according to a different law. In a real situation, this 
relaxation law is determined by the physical conditions 
of the observation. The law according to which this 
residual relaxation occurs in the case when the col­
lapsing star is significantly nearer to the observation 
point than any other celestial body has been estimated 
for t» r by Price [9] 

The purpose of the present paper is to investigate 
the behavior of the fields of a slightly nonspherical 
object during its collapse. Notice that the slightness 
of the deviations from spherical symmetry is a charac­
teristic feature of suffiCiently dense astrophysical 
obj ects of mass M":: Mev, so that the investigation of the 
slightly nonspherical case is physically justified. 

2. FORMULATION OF THE PROBLEM AND 
THE BOUNDARY CONDITIONS 

The fields in the space surrounding the star are as­
sumed to be suffiCiently weak, so that we can neglect 
their influence on the basic Schwarz schild metric and 
consider the linear- in the field amplitude- problem 
of the propagation of gravitational, electromagnetic, 
scalar, etc., perturbations in the space curved by the 
gravitational field of the stellar mass. After simple 
transformations (see Appendix I), it is possible to ex­
press the fields in terms of the field function </l(r, t). 
The equation for the partial harmonic </ll(r, t) of the 
field function has the form 

o'¢l0('=02¢lox'- U, (x) '1', (2.1) 

where we have introduced the "characteristic" variable 

and chosen the system of units in which the velocity of 
light c = 1. 
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Let us represent the solution of Eq. (2.1) in the form 
of a Fourier integral: 

m 

¢(t,x)= J dk/.¢.(x)e- ik'. (2.2) 

Then we obtain for I/!k a Schrodinger-type equation: 

¢."+ [k'-U,(x) ]¢.=O. (2.3) 

The potentual Ul for the various fields is given in the 
Appendix 1. For example, for the case of the electro­
magnetic field 

U,(x) = 1(1+1) _ 1(1+. 1)r, 
r'(x) r"(x) 

, 1=1,2, ... 

For all the fields the potentials Ul(x) have the following 
universal asymptotic form: 

(2.4a) 

(2.4b) 

Notice that as x varies from _00 to +00, U 1 inc reases 
monotonically, reaches a maximum at some x = Xc, 
and then decreases monotonically to zero, remaining 
always positive in the entire interval of variation of x. 

The complete solution of the problem presupposes 
the simultaneous solution of the problem of the stellar 
motion, as well as of the problem of the fields inside the 
star. The fields on the stellar suface goes over con­
tinuously into the fields outside the star, which is how 
the solutions are matched. We shall assume that on 
the stellar surface the field and the field function are 
smooth functions of the proper time s of a particle 
moving together with the surface. In particular, there 
is nothing to distinguish for the particles the moment 
s = 0 when the line r = rg intersects the surface; there­
fore, for s« 1, we can write for the field function I/Isur(s) 
on the surface: 

¢sur(s) =a+bs+cs'+ ... (2.5) 

In the relativistic phase of the collapse, for r - rg 
and x --00, the equation of motion of the surface in the 
Lemaitre coordinates R, T (see, for example, [ll) is, up 
to small terms, the equation of a straight line: 

(2.6) 

The value of the constant O! depends on the specific con­
ditions, and is limited only by the condition IO! I< 1. The 
transition to the Schwarz schild time t and to the coor­
dinate x is made with the aid of the equation of the 
trajectory of the surface: 

t+x= s = ~s, t-++oo, x-+-oo (2.7) 
1'0:'+1 

and 

(2.8) 

Let us describe the initial and boundary conditions 
which must be satisfied by the solution to Eq. (2.1) in 
the case under investigation. 

1. The initial data are prescribed for t = to in the re­
gion x:;:: Xc. Here Xc is the point at which the surface is 
located at the moment t = to. 

2. Only an outgoing wave exists at x - +00 and t > to. 
We write the general solution to Eq. (2.1) that satisfies 
this requirement in the form (see (2.2»: 
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¢.(x)=A.(x) [e"'+B.(x)e-;·']. (2.9) 

The quantities Ak(X) and Bk(X) satisfy the following 
boundary conditions: 

A,(x-+-oo ) =1, B,(x-++ oo ) =0. (2.10) 

Notice that Ak(+oo) and Bk(-OO) have respectively the 
meaning of transmission and reflection coefficients. 

3. On the trajectory x(t) of the surface, the function 
I/!(t, x(t)) is a regular function of the proper time s of a 
particle on the surface. If we choose the moment to 
such that the proper time s(to), reckoned from the mo­
ment the surface of the body passes the point r = rg, is 
small, then the I/!(s) dependence has the form (2.5), 
while the trajectory of the surface is described by the 
formulas (2.6)-(2.8). In this case the point Xc turns out 
to be located in the region where the potential Ul(x) is 
exponentially small. The conditions 1, 2, and 3 allow 
us to uniquely determine the solution. The construction 
of the functions Ak(X) and Bk(x) is presented in the 
Appendix II, while the quantities fk are computed from 
the initial and boundary data in Appendix III. 

3. RESULTS AND DISCUSSION 

We represented the solution of our problem in the 
form (2.2) and (2.9): 

(3.1) 
Ijl, (x) =A" (x) [e;·'+B. (x) e-;"]. 

The standard solution I/!k(X) in the region I xl »rg is 
computed in the Appendix II. The results for large 
values of x for the regions I kx I »1 and I kx I « 1 (see 
(II .21)-(11.23)) are Significantly different. 

Let us separate out the dominant terms having singu­
larities in the region of small values of k: 

~J,(x)=Ijl'(:11)+conste"'(kr,)I+2In (kr.) , Ikxl»l, (3.2) 

Ijl.(x) =Ijl,(x) +const (kx)I+I(kr,)I+'In (kr,) , Ikx l«1. (3.3) 

Here 1/11 and 1/!2 are terms that are regular in the 
variable k. Notice that (3.2) corresponds to a trans­
mitted wave, while (3.3) corresponds to a reflected 
wave. 

The spectral function fk is found in the Appendix III, 
and has the form (see (III.8» 

(3.4) 

The constant in (3.4) is proportional to the magnitude of 
the multi pole moment produced by the static field at a 
distance r = R from the collapsing mass to the nearest 
stars that, at this distance, curve space more strongly 
than the collapsing star. 

Let us now compute the integral (3.1). Notice first 
of all that there are two characteristic times in the 
problem: the time To = rg and the time x (let us recall 
that the velocity of light c = 1). It is natural, in com­
puting (3.1), to shift the contour of the integration over k 
into the complex k plane. For positive T=t-X, the ex­
ponentials allow us to shift the contour into the lower 
half-plane. The contribution of the regular parts of 
I/!k(X) then yields, on account of the residues at the poles 
of fk at k=-in/2rg, n=O, 1, ... ,the expression 

(3.5) 

A. Z. PatashinskiT et al. 188 



The formula (3.5) is not quantitatively applicable when 
T-S; To. This formula only indicates that the quantity 
ljI(t, x) changes rapidly by some constant value during 
the period To. 

The contribution of the terms having branch cuts and 
described by the formulas (3.2) and (3.3) depends on the 
relation between the quantities T and x. If To« T« x, 
then the dominant role in (3.1) is played by the term 

+~ 

and the asymptotic form of IjIk for k(t-x) -1, i.e., for 
I kx I » 1, is important. The major role is now played by 
the integral over the branch cut arising in the lower 
half-plane because of the logarithmic factor in (3.2): 

+-
1jJ""const J dke-ik('-X) (kr,)I(l-e"")ln(kr,). 

We obtain for different relations between ti and 
T=t-X: 

const 
1IJ~~, r,¢:'t¢:t 1<x, (3.6) 

const·t, 
'¢ ~ ~' r,«t(¢:-r<x. (3.7) 

It is significant that for both T.$ rg and rg < T« X the 
variation laws (3.5)-(3.7) do not, in the region of their 
validity, include any dependence on the distance to the 
star. 

The physical wave fields g(r, t) are constructed from 
the field function ljI(x, t) with the aid of formulas given 
in the Appendix I. These fields decay according to the law 

canst ( 'roh:) 1+' 
g(x, t) "" , 'ro<'r<x. 

r 

The stellar fields decrease in a time t - x to values of 
the order of the static-multipole field: 

(3.8) 

The relaxation of this part of the field depends on the 
physical conditions. For the idealized case when there 
are no other bodies, the law of variation of the field for 
these asymptotic times is 

1Jl-const. x'+'/t21+'. (3.9) 

Owing to the fact that the maximum value of this law is 
the quantity (3.8), this part of the relaxation of the field 
does not carry away energy. 

The law (3.9) changes if at distances Ri - t, the 
spatial curvature is due to extraneous masses. Accord­
ing to the physical meaning, the signal responsible for 
(3.9) is the result of the reflection of the initial field 
pulse from the spatial curvature in the region of dis­
tances greater than the distance x from the star to the 
observer. In the real astronomical situation, we can 
expect to find other celestial bodies between the collap­
sar and the observation point. Let the nearest sphere 
on which such bodies curve the space more strongly 
than the mass of the collapsar be located at x = Ri. Then 
the fields at the observation point will vary at first ac­
cording to the law (3.5), and then, when T<Ri , according 
to the law (3.6). After this, when T~Ri' there will ap­
pear signals (echo) reflected by the regions of space 
curved by the masses surrounding the collapsar. The 
variation law (3.5) was discovered in [7J. The law (3.9) 
according to which the residual relaxation occurs in the 
idealized case was obtained by Price [9J. 
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Near the collapsing star, at distances r- rg, the re­
gion of validity of the formulas (3.6) and (3.7) narrows 
down. At r- rg' the rapid- with a characteristic time 
To ~ rg -variation of the field is followed by relaxation 
according to the law (3.9). 

APPENDIX I 

There arises in the derivation of Eq. (2.3) the prob­
lem of the separation of the angular variables in the 
wave equations for the scalar, vector, and tensor fields. 
This problem is most easily solved by the Lifshitz 
method [lOJ, modified in such a way as to be applicable 
to the group 0(3) [11J. We shall give the final formulas 
relating the components of the physical fields with the 
corresponding field function IjIz(r, t). 

A. The Electromagnetic Field 

Let us construct from the components Fik of the 
electromagnetic field-strength tensor the following 
combinations: 

iF,,=FF03/sin 6=2E,., FOl=E, 

iF,,=FF,,/sin 6=21/ ±, F,,/sin 6=iH. 

The partial harmonics (E±)Z and (H±)Z are easily ex­
pressible in terms of EZ and HZ, namely, 

iJH, iJH, 
a.(H+-H_),= --a;:-' a.(E+-K),= ---at; 

a (E' E 1 a (') r-r, aEI --- ++ _),=----.,.- rE" a.-, -(8++lL),=---
r(r-r.) 1" dr 1" at 

(O! == v' Z(Z + 1)). The functions EZ and HZ satisfy one and 
the same equation: 

d'1jl 1'-1', 
dx'+[k'-U,(x) ]1jl=O, U,(x)= --;:;-1(1+1), 

where IjI coincides either with E or with H, depending 
on whether the field source is an electric or a magnetic 
multipole. 

B. Gravitational Perturbations 

Let us represent the perturbed metric in the form 
gik = gi~ + hik, where the hik are small perturbations of 
the Schwarzschild metric gi~. The equations for the hik 
break up into two independent groups (see [2,11J). To the 
first group pertain the metric perturbations connected 
with the matter-density perturbation. The second group 
of equations describes the metric perturbations which 
do not give rise to perturbations in the matter density. 
For the second type of perturbations in free space, we 
have: 

h,'=I1>,(r, t)S,'(6, <p), ho'=G,(r, n)Sb(6, <p), 

hl'=O, hau=h/'+h3:I=O, a, b=2,3, 

G, = r-r'1Jl" 1 (1+1) 11>, = r-r, (~+ ~ 1Jl') . 
r r'l. dr r 

For the expressions for the spherical functions S~( Ii, rp) 
and Sa( e, rp), see [11J. 

The field function IjIZ(k, x) satisfies the following 
equation: 

d'1jl 
d',;7+ [k'-U,(x)]1jJ=O, 

U'(X)=I(l+1)_~+1)+3]r,+ 3r~2. 
rZ r3 r' 

It can be shown that an arbitrary static solution to the 
equations for the second type of gravitational perturba­
tions for l = 2, 3, ... corresponds to coordinate per­
turbations of the metric and has the form' 
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G,=R/(r)r2(1-r,/r) , /lJ,=R,(r) , (1.1) 

where Rz(r) is an arbitrary function of r. The correc­
tions to the metric gl~ that correspond to the static 
solution (1.1) can always be made to vanish by perform­
ing a suitable coordinate transformation. 

The formulas giving the connection between the func­
tion 1f!Z(k, x) and the components hik for the gravitational 

1jJ.' (x) =A (x) [U,'+B(Xl) u,']. (II .6b) 

Substituting (1I.6a) and (1I.6b) into (2.3), and taking into 
account the fact that U1 and U2 satisfy Eq. (11.3), we find 

, V(x) 
B(x)= --.' - [u,+B(x)u,j', 

2,ka, 

B(+oo) =0, 

(11.7) 

(II .8) 

perturbations of the first kind are considerably more and also 
unwieldy. The explicit expressions are given in, for 
example, [12,13J. The potential UZ(x) in this case is 

r-r, v' (v+2) r'+3v'r,r'+9vr,'r+9r,' 
U,(x)= 

r r'(vr+3r,) , 

v= (1-1) (H2). 

APPENDIX II 

Construction of the Solution 

To solve Eq. (2.3), it is convenient for us to use the 
method of phase functions [14J. Let us represent the 
potential UZ(x) in the form 

U,(x) = Vo(x) + V(:q), 

V-{ 0, 
0- I (1+1)/x', x>a 

x<a 

(11.1) 

(11.2) 

We choose the value x= a from the condition that the 
asymptotic expression (2.5b) should be valid for UZ(x >a), 
Consequently, 

V(x>a)= 21(1:'1)r'ln (~ )+0 (:,). 

Let us introduce the functions U1(X) and U2(X) , which 
are solutions to Eq. (2.3) with the potential (11.2): 

u"+[k'-Vo(x) ju=O. (11.3) 

These functions satisfy the same boundary conditions 
satisfied by 1f!k(X) (see (2.9) and (2.10)), and have the 
form 

{ 
e;kx+b e-;"" x<a 

u, (x) = h('1 ('k ) , 
at lX, x>a' 

{ a2e-ik;r; I x<a 
u,(x)= h,"I(kx)+b,h;('I(kx), x>a 

(II .4) 

(II. 5) 

Here h?)(z) and h~2)(z) are the Riccati-Hankel func­
tions. The coefficients aI, ~, b1, and b2 are determined 
from the joining conditions for the solutions U1,2 at 
x=a: 

b _ p, (ka) u>, 
,- p, (ka) e , 

p,(ka) 
b'=-:p,(ka) , 

2e""d 
a1=a2=--, 

p, (ka) 

p, (z) =hil')(z) ·-ih,"'! (z), p,(z) =h,'1 (z) -ih,'I' (z) 

(see, for example, [14J). Notice that as ka-O 

b,=-1+i'Y,(ka)+i'Y,(ka)'+ ... , b,=1+iE,(ka)+E,(ka)'+ ... , 

2 (1+1) 1+1 
a,=a,=II,(ka)'+'+ill,(ka)'+'+ ... ; 'Y, = ---I -, 'Y'=-1-111 

2(1+1) 
E, = 1(21-1)1!(21+1)!1 ' 

21+1 
8, = - 1(1+1) 8" 

1+1 
6'=-1- 11 ,. 

2 
II, = 1(21-1)!! 

Further, we seek the solution to Eq. (2.3) in the form 

1jJ.(x) =A(x) [u,+B(x)u,j (11.6a) 

with the condition supplementing the definition of A(x) 
and 13(x): 
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, V(x) 
A (x)=A(x)-. -u,[u,+B(x)u,j, 

2,ka, 
(II .9) 

A(-oo) =1. (II .10) 

The boundary conditions (11.8) and (11.10) follow directly 
from (2.8), (2.9), (11.4), and (11.5). 

Let us investigate the behavior of the quantities A(x) 
and B(x) when I krgl «1. In the region x> a, substituting 
the specific forms of U1 and U2 from (11.4) and (11.5) into 
(11.7), we obtain 

V 
B' (x>a) = - -. - [a,h,"I(kx) +B(h."1 (kx)+b,hf'l (kx» j'. 

2,ka, 

Representing 13 in the form 

B(x>a)=a,~(x), (11.11 ) 

we find that 

, V [ (' ( ('I (" ( » j' ~ (x)= - 2ik h, kx)+~(h, (kx)+b,h, kx , 
(11.12) 

~(+oo) =0. 

This system can easily be iterated. The first iteration 
is 

+- V( ) 
~(x) = J 2i~ [h,"1 (ky) j' dy. (11.13) 

In the region x < a, we obtain upon substituting the 
specific forms of U1 and U2 from (11.4) and (11.5) into 
(11.7) 

B'(x<a) = -~ [eih"+b,e-""+Ba,e-a",l', 
2tka, 
B(a) =a,~(a). 

Let us represent B(x < a) in the form 

B(x<a)=s(x)ja" (11.14) 

Then we obtain for the quantity s(x) an equation with 
the corresponding boundary condition: 

s' (x) = - 2~k [e""+b,e-'''''+s (x) e-'''''j', 
(11.15) 

s(a) =a"~(a). 

We seek the solution to this system in the form of a 
series in k and k In k: 

2l+2 _ 

s(x)= E (2ik) nsn,o (x) + E (2ik)nlnm ks •. m (x) (II.16) 
n_t n_21+3 

The function Sl,O satisfies the Riccati equation: 

, 1+1' 
s,.o(x) =-V (x - -I-a+s", ) , 

while the Sn2=:2,m satisfy linear equations of the first 
order, e.g., 

I [/+1] S"+',' (x) =-2V x - -I-a+s", s,,+'.,. 

The expressions (11.11), (11.13), and (1I.14)-(II.16) 
solve the problem of the construction of the solution. 
We find it convenient for the purpose of discussing the 
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results to represent the solution </Jk(x) in the form 

Let us give the expressions of Ak(x) and Bk(x) in 
terms of the functions f3(x) and s(x) for x> a: 

A.=N.(a)L~(:7.1)a,R(t)[ 1+bz~(x)], 

A.B.=N.(a)L~(x) a,R(Z)~ (x). 

Correspondingly, in the region x < a 

A.(x<a) =N.(x). 

B.(x<a) =b,+s(x). 

Here 

N.(x)=exp{L ~k e-;'U[e"'+b,e'''''+s(x)e-'''ldx}. 

x 

{ J V (2) (1) (1) (2) (I) } 
L~(x) =exp • 2Ik(h, +b,h, ) [h, +~(x) (h, +b,h, ) ldx 

(11.17) 

(11.18) 

(11.19) 

(11.20) 

MQreover, we have used h~l) and h?) represented in 
the form 

h,<l)(kx) =e'" 1l(1) (kx). ,,?) (kx) =e-""R") (kx). 

where 

R'''=i-'-' ~ (-1)n(t+n)! 1 
.t...J n! (l-n)! (2ikx) n • 

n=O 

The quantities a1, b1, and bz are defined by the ex­
pressions (3.7). 

It follows from the formulas (11.17)-(11.20) that 
<Pk(x) as a function of k has a logarithmic branch point 
at k = O. The magnitude of the discontinuity of the func­
tion <Pk(X) in crossing the branch cut depends on k and 
x. Let us give the explicit forms of the logarithmic 
terms contained in I/Jk(X >a) in two asymptotic regions. 

1. I kxl» 1, I krgl« 1: 

() 2t-'-'c (x) (k ) ,+, (1+ - k 1 k ) 'h.< + 1jJ. X = a p, r, n r, e ... 
1(21-1) !l 

(II.21) 

Here we have omitted the terms that are small in the 
parameters l/kx and krg. 

2. Ikxl« 1: 

¢'(X)=_~i ( ~J 1+1 ( ~ ),(kr,)+ ... 

2ic(x) ( ax ) 1+1 _ (k 21+'1 (k + 
+ 1(21-1)!! (21+1)!! 7j p, r,) n r,) ... , 

• 1+1 
c(x)=cxp { Lv [x --l-a+s"o ]dX-

(11.22) 

1 l+1 a 21 } 

- 21+tJ xVdx- 1(21+t) f (-;) aVdx • 

where ])1 and ])2 are constants depending on 1. In (11.22), 
we have omitted the terms that are small in the parame­
ter I kxl. Notice that I/Jk(X) in (11.22) can be smoothly 
continued into the region of values of x < a. The depen­
dence of I/Jk(X < a) on k is the same as in the expression 
(11.22). For x »a »rg' the asymptotic form of c(x) is 

c(x)","coa- I -" (II.23) 

and therefore the asymptotic forms of the solutions 
(11.21) and (11.22) do not depend on the quantity a. 
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APPENDIX III 

Computation of the Spectral Function 

The spectral function fk is, in the representation of 
the solution 

(III.1) 

determined from the joining condition at the boundary of 
matter and from the initial data described in Sec. 2. Let 
the coordinate Xs of the stellar surface at the moment 
tJ correspond to the late phase of the collapse: -xs(tJ) 
»1. For t > tJ, xs(t) will always be in the region where 
the formulas (2.6)-(2.8) can be used. The joining to mat­
ter requires that for t > to 

¢(t. x. (t» = J /.1jJ. (x, (t» e-'h/ dk=a+b't+c't'+ ... 

The solution <Pk(x) for large negative values of the 
coordinate x = Xs is (see Appendix II) 

(III.2) 

(III .3) 

and for x --00, Ak = 1 and Bk =-1 +O(k) are constants 
not depending on the coordinates. Substituting the de­
pendence (2.8), xs(t), into (III. 2) , we obtain 

(III .4) 

The term containing Bk turns out to be a regular func­
tion of s, and therefore the main condition that arises 
in the joining of it to the field at the stellar boundary is 
the requirement that the function . J /.e- 2iht dk=ir+ve- I/·,+ce- 2I/·,+ . .. (III.5) 

be a regular function in the variable T = e- t . 

The exponent in (III.5) allows us to deform the con­
tour into the lower half of the complex k plane. From 
(III.5), we find that the function fk in the lower half­
plane can have only a simple pole at the point k = 0, and 
that the nearest singularity is located on the imaginary 
k axis at the point k=-in/2rg, where n is an integer. 
The condition that the field function should be a regular 
function does not impose any limitations on ii, b, etc. 

To obtain more detailed information, it is necessary 
to use the initial data at the moment t = to. Let us first 
of all consider the problem of the radiation of a star 
whose surface is at rest at the point x = Xo. Let the 
field cp(Xo, t) on the stellar surface be a given function 
of the time t. Then, representing the field in the form 
(III.1), we obtain . 

<jJ (xo• t) = J /.'1'. (xo) __ <ht dk. 

/. = <jJ.(xo) • 
1jJ.(x,) 

1 • 
<jJ. (xo) = - J <P (xo, t) elk' dt. 

2,,; _00 

(III .6) 

(III. 7) 

In particular, let us choose the function cp(Xo, t) such 
that at t = tJ the solution (III.1) and (III. 7) to the problem 
coincides with the initial data. On account of causality, 
this condition only determines cp(Xo, t) for t < to. For 
t >to, the choice of cp(Xo, t) is dictated by the require­
ment that the set fk in the formula (III. 7) give the solu­
tion to the problem of the field of the collapsing star, 
i.e., that the solution (III.1) satisfy (III.4). For such a 
choice the quantity fk in (III. 7) evidently does not de­
pend on the value of Xo. Let us now investigate the be-
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havior of fk as k - O. To the left of the barrier, where 
the formula (III .3) is valid, we obtain 

!'''''f!. (xo) /2 ikxo. 

If at t --00 the field in the space surrounding the 
star was a static field, then for such a field to be pro­
ducible, it is necessary that at t--oo 

'f!(Xo, t) "'q,xo. 

This is a well-known formula for the field of a static 
multi pole near the gravitational radius [2,4]. For <Pk(Xo) 
and ik, we find 

q,xo ( elkl, ) 'f!h(X,)=--. -. + ... , 
k-IO 2m 

-q, ( eikl, ) /.=-- + .... 
k-iO 4n (k-iO) 

If by chance the static field does not exist at tl --00, 
but exists from the moment t = t1, then we obtain 

(III.8) 

and, correspondingly, a simple pole for fk in the upper 
half-plane. Evidently, an exotic choice of the initial data 
could lead to the appearance of a zero of integral order 
in fk for k - 0. Thus, in the upper half-plane, fk has for 
k - 0 a pole of order two if there existed at first a 
static metric, and a pole of order one if the static field 
vanishes at large distances R > I tIl. Furthermore, fk 
for k -+iO may contain, for example, a branching of the 
form kO" In k if the variation law <p(Xo, t) has for t--oo 
the form 

'f!(xo, t ..... - oo ) ..... const / ta+!. (III.9) 

We do not, however, see any physical basis for such a 
law. Notice that <J!k(Xo) has zeros at the points kn : 

1/l •• (Xo) =0, kn""±nn/xo, n=1, 2,... (III.10) 

These zeros correspond to the natural frequencies of a 
"resonator" consisting of a wall at x = Xo and a poten­
tial barrier to the right of Xo. For the problem, solved 
by the formulas (III. 6) and (III. 7), of the radiation of a 
stationary star, this leads to poles in fk and to the ap­
pearance of lines in the radiation spectrum. The trans­
parency of the barrier leads to the broadening of the 
lines, and implies that all these poles are located in the 
lower half-plane. The poles (m.10) describe standing 
waves in the "resonator." 

For the problem of the field of a collapsing star, the 
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analyticity condition for the field on the surface of mat­
ter requires the absence of poles in the lower half-plane. 
This implies that <Pkn(Xo) = 0, so that the residues at the 
poles in this case are equal to zero. 

For a plausible physical situation, we can expect that 
the field has a static character at a distance of the or­
der of the distance R from the collapsing star to the 
nearest stars. The function fk for small k then has the 
form (III .8), where it11- R. 
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