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The structure of the surface "mixed" state in type 1 superconductors is elucidated under 
conditions when, due to the presence of an electric field, the superconductivity in the 
layer is strongly suppressed and exists in the form of superconducting fluctuations. It is 
shown that an arbitrarily weak electric field leads to practically complete destruction of 
the mixed-state layer for currents close to the second critical current. The electromag­
netic impedance of the surface in the presence of the mixed-state layer is calculated. 

The picture of the destruction of superconductivity by 
an electric current in a multiply-connected sample 
possesses an important feature in comparison with the 
case of a singly-connected superconductor. Namely, in 
addition to the purely superconducting, normal, and in­
termediate states, the so-called two-dimensional mixed 
state should also be realized in the present case. 

The idea of the existence of such a "mixed" state was 
expressed by L. D. Landau as long ago as 1937 (private 
communication to D. Shoenberg, see[lJ) in connection 
with the question of the destruction of the superconduc­
tivity of a hollow cylinder by a current. The point here 
is that the intermediate state must vanish with an in­
crease of the current because the radius of the inter­
mediate-state region becomes smaller than the radius 
of the cylinder's inner surface. However, in this connec­
tion the purely normal state is also unstable with res­
pect to the onset of superconductivity close to the inner 
surface, where for an arbitrary value of the current the 
magnetic field is as small as desired. This superconduc­
tivity cannot exist in the form of a layer of the usual 
superconducting phase since an electric field exists in 
the normal phase surrounding it, and by virtue of the 
continuity conditions this electric field must also exist 
in the superconducting region. Thus, the inside surface 
of the cylinder must be covered by a "mixed" state layer 
in which superconductivity and an electric field co­
exist.1) This two-dimensional mixed state was experi­
mentally observed and investigated by 1. Landau and 
Sharvin. [3, 4J 

In the article by Tekel' and one of the authors, [5J the 
properties of the two-dimensional mixed state were 
theoretically investigated under the assumption that a 
sufficiently weak electric field does not turn out to have 
any substantial influence on the properties of the layer, 
which in this connection turn out to be approximately the 
same as the properties of an ordinary superconducting 
layer of finite thickness. Such a picture is confirmed 
by the experiments of 1. Landau and Sharvin for weak 
currents in sufficiently pure metals. It is clear, how­
ever, that the existence of an electric field is the most 
important feature of the mixed state under investigation, 
and a strong electric field must lead to a significant 
suppression of the superconductivity. 

In the present article the structure of the two-dimen­
sional mixed state will be investigated under conditions 
when, due to the presence of an electric fieW, the super­
conductivity in the layer is almost completely suppressed 
and exists in the form of small "superconducting" fluc­
tuations. The results obtained in this connection make it 
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possible to clarify under what conditions the electric 
field plays an essential role. It will be shown, in par­
ticular, that the presence of the electric field is ex­
tremely important even in an arbitrarily pure metal, 
when the current is not small. It is precisely the effect 
of the electric fieW which determines the maximum 
value of the current, the value at which the two-dimen­
sional mixed state vanishes and the sample goes over to 
an essentially purely normal state. Owing to their small 
conductivity, the picture of the two-dimensional mixed 
state in type 1 superconducting alloys practically always 
turns out to be strongly dependent on the electric field. 

1. GENERAL RELATIONSHIPS 

Let us consider a hollow cylindrical superconductor 
with outer radius r2 and inner radius r1 through which a 
current J is flowing. In this connection, if the sample 
exists in a purely normal state, then the magnetic fieW 
distribution as a function of the radial distance is deter­
mined by the formula 

2/ r'-r,' 
H(r)~--'--2 . 

cr rz -rt 

For our purposes only the region near the inner surface 
(r i':J rd will be important; in this region the magnetic 
fieW is small and may be written in the form H(x) 
= (4J/c)(r~ - rir~, where x = r - r1 denotes the distance 
from the inner surface. The corresponding vector po­
tential of the magnetic field can be represented in the 
form Ax = Ay = 0, Az = -(2J/c)x2/(d - ri), where the 
z axis is directed along the axis of the sample. In addi­
tion to the magnetic field there is also an electric fieW 
E, resulting from the finite conductivity of the normal 
metal and directed along the z axis. With allowance for 
this field, the total vector potential is given by 

2/ x 2 

A =------cEt 
%' c r/ - r/ . (1) 

We shall assume that the superconductivity which arises 
near the inner surface is strongly suppressed by the 
presence of the electric field and only exists in the form 
of superconducting fluctuations. [6-10J The conditions 
under which this will actually occur will be clarified be­
low. 

In investigating the superconducting fluctuations we 
shall use the method which is most convenient for our 
purposes, based on the introduction of an external force 
into the temporal equation for the superconducting order 
parameter. This method was first used by Schmid, [9J 
and was subsequently extended by Kulik[ 10J to the tem­
perature region T < Tc ' in which the smallness of the 
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fluctuations may be due to the presence of the electric 
field. The latter result was previously derived by a 
microscopic method in an article by Gar' kov. [ 11J 

With the external force taken into account, the time­
dependent equation for the superconducting order param­
eter 1/J has the following form: 

~~ -"{1Jl-s'(V- 2;e A)'1Jl}=I(.,t). (2) 

where ~ '" ~ (T) is the coherence length, v '" 8(Tc - T)/rr, 
and f is the external force satisfying the condition 

<1(., t)j'(r', l'»=4mT"s'b(.-.')b(t-t'), (3) 

where m denotes the electron mass, and the angular 
brackets denote average values with respect to an en­
semble. 

Substituting (1) into (2) and changing to the dimension­
less quantities 

r r=--r' 
__ 1 ( s )'" 1/>-2" -;;;r 1Jl, 

I="t, 1 ( s )'" f=- -- 1 
2" mT ' 

2eEs 4el s' 
e=--, ~=-2 -,--, , 

C r 2 -T1 " 
we obtain 

a,p / ill - iji + Piji = f G, f), 

il' il' 0 )' P= -----(-+ief+i"X' ax' Off' a1. ~, 

where 

<f(r, Or-Cr', 1'» = b(r - i')6(l- n 

(4) 

(5) 

(6) 

We shall use the dimensionless quantities below, and 
wherever it does not lead to ambiguities we shall omit 
the tilde above the corresponding letters. 

We shall seek a solution of Eq. (5) ih the form 

(7) 

where 

¢~:~,(t)= L-' exp {ik.y + ik,z} '1';;; (x) 

are the eigenfunctions of the operator Pwith eigenvalues 
(A +~): 

P1Jl;;;, (t) = (I. n + ki) 1Jl,(,:~(t), 

satisfying the normalization condition 
~ 

S (n) () (m) ( 
o CPl!.yh X CPltyk x)dx = {jnm, 

where k '" kz + Et, and L is a normalization length. 
Equation (8) is equivalent to the follOwing condition, 
which is imposed on the function cp: 

(8) 

d2'1'~;: Idx' + {I. n - (k + ~X2) '} 'I"(~) = 0, (9) 

from which it is seen that the functions CP~k == fPkm, 
An = An(k) do not depend on kyo 

Let us consider the most interesting case when the 
electric field is not too strong. Namely, let us assume 
that the electrical energy eE ~ is small in comparison 
with the relaxation frequency v, that is 

e« 1. (10) 

Substituting the expansion (7) into Eq. (5), after some 
simple transformations we obtain 

aa,;:~/at - a~~; + [I. n (k) + k:la:,~, = ti;:, (t), (11) 
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where 

f~::,(t) = -/- 5 d'. exp {- ikyy - ik,z} 'I'~n) (x)f(., t) 

are the new components of the external force, satisfying 
the condition 

<f;:~, (t) I.~;~: (t') > = b"" b"" bnn , b (t - t'). (12) 

In deriving formula (11) we neglected expressions of the 
form am>a1/Jklll/at in comparison with 1/Jkn>aa(ll>/at, which 
is legitimate since the time-dependence of the eigen­
functions 1/J12> is due to the dependence k(t) associated 
with a given kz . In the case when E <K 1 this dependence 
is extremely weak, and it can be neglected in comparison 
with the explicit time dependence of the coefficients am>. 

The solution of Eq. (11) has the form 
, 

a",,(t) = exp -P"h,(t) exp P"" t t"" t t, (n) {(n)} 5 { (n) (')} (,,) ( ')d' (13) 

where 
, 

Ph;:~(t)= - S [1 -I."(k')- kildt', k' = k, + et'. 

The density of the fluctuating superconducting current 
is determined by the well-known Ginzburg- Landau form­
ula: 

. 2e [. ( 2ie)] I =-;;;-Im 1/> V --c-A 1Jl , (14) 

which in our dimenSionless units can be rewritten in the 
form 

SeT <.( f) ) ) <j,> =-V- 1m 1Jl Tz+ iet + i~X2 1Jl . 

Substituting here the expansion (7), the solution (13), 
and averaging with the aid of formula (12), we find 

SeT ~ dk dk ' 
<">=-\,5-"-'(k+" ')1 (n)( )I'g("'(t)5 dt '8(")(t') 

J, s''':::''' (2n)' ~x '1" x - +, 

"~,, -< . (15) 
g ~") (t) "" cxp {± 2p,:,: (t)}. 

One can transform the difference 2p(ll)(t') - 2pm>(t) 
in the following way: 

, 
2p,(;:,(t') - 2p~;,;(t) = 25 [1 - k; -I." (k') ldt' 

" 

1 • =2{ (t-t')(1-k:)---;- S I."W)dk'}. 
k_e(t_t') 

After substituting the last expression into (15), carry­
ing out the simple integration with respect to ky and in­
troducing the new variable T = E(t - 1') we obtain 

2 " T ~ +~ 
<j,(x» = (-) ,_e_\' S dk(k+ ~x') l'I't) (x) I'· 

"e ns''':::''' 
»=0 _00 

(16) 

From this one can obtain the total surface density Is 
of the superconducting current by integration with 
respect to ~dx. The integral 

S 1'I':n) (x) I'(k + ~x')dx 
o 

which arises in this connection is the average value of 
the operator (1/2)ap/ak with respect to the state 1/Jkn>. 
According to a well-known theorem in quantum mechan­
ics (see[12J , the problem in Sec. 11), this average is 
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equal to the derivative of the corresponding eigenvalue 
(1/2)aA n /ak. Therefore the surface current density is 
given by 

2 'I, eT ~ +~ (n. ~ d't 2· .' 
I'=(~) 2ns.ESdkai-S rrexp{----;['t-SAn(k')dk']}, 

• _0 -~ 0 k_, (17) 

The total superconducting current flowing through the 
sample is obtained by multiplying Is by 21Tr1' 

Below we shall consider two important limiting cases 
when the fluctuating superconducting current determined 
by formulas (16) and (17) can be completely calculated. 

2. THE DOMAIN OF WEAK CURRENTS 

Let the current passing through the sample be such 
that the dimensionless parameter (3 is small in com­
parison with unity. In order of magnitude the value of (3 
is equal to the ratio J/Jc 2' where J c2 denotes the second 
critical current which was introduced in article[13]. 
Thus, the topic of discussion is currents which are 
small in comparison with the second critical current. 

For small values of (3 one can solve Eq. (9) for the 
functions cp, and the functions An(k) can be determined 
for all important values of k. In fact, if k is positive and 
satisfies the condition k »(313, then Eq. (9) coincides 
with the SchrOdinger equation for an oscillator with mass 
1/2, energy An - k2, eigenfrequency (Sk(3)1/2 and a small 
anharmonic term of fourth order. Using the well-known 
formula (see[ 12], problem 3 in Sec. 3S) for the energy 
levels of the anharmonic oscillator, we find 

An (k) = k' + (32k~)'I' (n + '/4) + 3~k-1 (n' +'/2n + '/4), (1S) 

where it has been taken into consideration that in our 
case the functions cp must satisfy the Ginzburg- Landau 
boundary condition dcp/dx = 0 at x = 0, and therefore only 
the even parity (even with respect to the transformation 
x - -x) solutions have any meaning. Accordingly form­
ula (1S) is obtained from the formula for the linear 
oscillator by the substitution n - 2n. 

For negative values of k such that Ikl »(31/3, the po­
tential energy (k + (3x2)2 has a sharp minimum when 
x = Xo == (Ikl / (3)1/2. Introducing the new variable x' = x 
- xo, one can easily rewrite Eq. (9) in the form of the 
SchrOdinger equation for an oscillator with mass 1/2, 
energy An' eigenfrequency 4(lkl(3)t/2 and small anhar­
monic terms of third- and fourth-order. Again using the 
well-known formulas of quantum mechanics, we obtain 

An(k)=4(lkl~)"'(n+ ~ )-2;kl (3n'+3n+1). (19) 

Since the large factor 2/E occurs in the argument of the 
exponentials appearing in formulas (16) and (17), a small 
neighborhood of the maximum of the function 

• 
FnCk, 'C) = 't - J An(k')dk'. 

gives the major contribution to the integrals over k 
and T. The position of the maximum (ko, To) is deter­
mined by the conditions An(ko) = An{ko - To) = 1, where 
the derivative aA/ak must be positive for k = ko and 
negative for k = ko - To. Using formulas (1S) and (19) we 
find 

ko = 1-(8~)'" (n+ ~ ), 
1 

~(3n'+3n+1). k o - 'to = 
4~ (2n + 1)' 

(20) 
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At the maximum the value of the function Fn is given by 

Fn(ko, 'to) 1 + 2 4 (8") 'I. ( + 1) 
12~(2n+1)' 3-3 p n"4 

(21) 

-(n>+ ~n+ 1~ )~ln~+O(~) . 
Now if we expand the function F n near its maximum 

in powers of k - ko and T - To, substitute into (17) and 
perform the simple integrations, then we obtain the fol­
lowing result upon taking into consideration that, as is 
clear from (21), the first term with n = 0 gives the 
major contribution to the summation over n: 

1= 4eT (~)'I' exp{_1_+~_~(L)'I' -~ln~} (22) 
• £ 2n 68 ~ 38 38 2 68 . 

According to Eq. (16) the coordinate dependence of the 
denSity of the fluctuation current is determined by the 
function cpm) with n = 0 and k ~ 1, that is, by the wave 
function of the oscillator ground state, normalized over 
the interval (0, 00): 

G(x) =2(2~/n')"'I.exp {-s'x'/d'}, (23) 

where d = ~ (2(3ft/4 obviously plays the role of the thick­
ness of the fluctuational "mixed" state layer. In the 
usual units we have 

_ { c's r,' - r,' } 'I. 
d- ----

8e J 
(24) 

Thus, the thickness of the layer decreases rather slowly 
with increasing current. 

Now let us discuss the question of the range of valid­
ity of the obtained results. The major limitation is as­
sociated with the fact that we treated the fluctuations as 
a small perturbation and, in particular, we did not take 
into account the influence of the fluctuation current on 
the form of the vector potential which, according to Eq. 
(1), is determined by only the normal current. In order 
for this to be correct, the current Is must be small in 
comparison with the normal current passing through a 
region of thickness d near the inner surface: 

(25) 

where Hc ~ c/e~ 2K is the critical magnetic field, and K 
is the parameter of the Ginzburg-Landau theory. 

In order of magnitude the factor in front of the ex­
ponential in formula (22) can be written down in the fol­
lowing form: 

eT / S - cH, (s / so) x (ao / Ao) " 

where ~o and Ao denote the energy gap and the London 
penetration depth in a superconductor at zero tempera­
ture, ~ 0 = livF /1T~0, and ao ~ li/PF is the interatomic 
distance. 

Thus, the following quantity should be small: 

(ao! Ao) 'e'l'" ¢: 1, (26) 

where we have omitted some factors that are not essen­
tial for an estimate. The parameter E can be expressed 
in terms of the conductivity a of the metal's normal 
phase: 

8 = ~c' / 16crs'(T, - T), 

from which it is seen that the argument of the exponen­
tial in (26) is equal to ((32K2~ 0/lf1 in order of magnitude, 
where 1 denotes the free path length of the electrons. 
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Although the factor in front of the exponential in (26) 
is extremely small, nevertheless condition (26) cannot 
be satisfied in pure metals due to the enormous magni­
tude of the exponential. This means that the electric 
field is too weak, and therefore in the present case the 
results of article [5] are actually valid. 

However, owing to the smallness of the ratio ao/Ao in 
type 1 superconducting alloys with K ~ 1 and l ~ ~ 0, 

there exists a wide range of values of current through 
the sample for which condition (26) is satisfied and the 
properties of the two-dimensional mixed state should be 
described by the formulas derived above. 

3. THE REGION NEAR THE SECOND CRITICAL 
CURRENT 

Now let the current be close to the second critical 
current. The latter is defined as the maximum cur­
rent[13] in which superconducting fluctuations which are 
growing with time can still exist. In our dimensionless 
units this means that for J < Jc 2 values of nand k exist 
such that An(k) < 1. For J > J c 2 the OPPOSite inequality, 
An(k) > 1, holds for arbitrary nand k. If the current is 
equal to the second critical current, then the minimum 
value of A, which is reached for n = 0 and some value 
k = km' is exactly equal to unity. Therefore it is clear 
that the following formula (n = 0) holds for J R< J c2 and 
k R< km : 

A(k) = 1+ a J ~,J" + : (k _ km )', (27) 

where a and b are certain coeffiCients, whose order of 
magnitude is unity. 

Substituting (27) into (17) and assuming that the term 
with n = 0 gives the major contribution, after a simple 
integration we obtain 

( b )'{' eT S~ {2a 1,,-1 b~3} (28) 
1.= 2 2116 d,exp -B-~'-~ . 

o • 

The written expression significantly depends on the rela­
tive magnitude of the parameters (J - J c2)/Jc 2 and E2/3, 
and also on the sign of the difference J - J c 2' 

For J < Jc 2 and (Jc 2 - J)/Jc 2 » E2/3 the integral in 
(28) can easily be evaluated by the method of steepest 
descents, and we obtain 

I.=(~)"·~(_B )'{'(~)'" 
8a 6 2" 1,,-1 (29) 

xexp {( 1: ) 'I. ( 2; ) '" ~. ( I,;,~ J ) .''} . 

If I J C2-J I /J C2 «E213, then one can neglect the first 
term in the argument of the exponential in (28), and then 
we easily find 

1 (1) ( b ) '" eT I.=-r ~ - -(6e)"'. 
3 . 3 2 2116 (30) 

Finally, for J > Jc2 and (J - J c2)iJc 2 »E213 one can 
neglect, on the other hand, the second term in the ex­
ponential in (28). In this connection the superconducting 
current is given by 

In the present case the electric field is unimportant, and 
therefore the last formula is identical to the result of 
article [ 13] . 

Since an exact calculation of the coefficients a and b 
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is difficult, we shall use a variational prinCiple for their 
determination, assuming a trial function of the form 

<!'.(x) = (8al n)'I·e-"". 

Multiplying Eq. (9) by CPk(x) and then integrating the 
obtained result with respect to x, w.e obtain the following 
result after substituting the explicit form of the func­
tions cP: 

(31) 

Minimizing this expreSsion with respect to a and k, we 
obtain 

From the condition A (km) = 1 we obtain the value of the 
parameter f3 corresponding to the second critical cur­
rent, f3c 2 = 2(2/3)3/2, and in this manner we find 

_ 1 ( 2 )'" c'(r,'-r,') 
1"-2 "3 es" 

Expanding (31) in powers of k - km and f3 - f3c2 with ac­
count of the fact that a is a function of k and is deter­
mined from by minimizing expression (31) only with 
respect to a, we obtain an expansion of the form (27) 
with a = 2/3 and b = 12/7. It is interesting to note that 
in the case J < J c2' (Jc 2 -J)/Jc 2 »E213 the coordinate 
dependence of the superconducting current denSity is, as 
is clear from expression (16), determined by the factor 

which gives zero upon integrating with respect to x. 
This indicates that the direction of the fluctuation cur­
rent varies over the depth of the layer, and it also indi­
cates that oppositely directed currents practically cancel 
each other. The total current Is is a quantity of a higher 
order of smallness in (Jc 2 - J) than the current density. 

The formulas derived in the present section enable us 
to elucidate the distinctive features of the picture of the 
destruction of the mixed-state layer upon increaSing the 
current in pure metals. In fact, we saw above that owing 
to the smallness of the electric field, the superconduct­
ing current in such metals is large for f3 ;:; 1, and in 
order of magnitude is given by Is ~ cHc ' However, 
formula (30) indicates that for currents very close to 
J c2 the fluctuation current is given by 

I - :!....B"· - cH (3..) (~) ". 'X",(~)' • S 'so I Ao' 

Le., it is so insignificant that for all practical purposes 
one can regard the sample as existing in the purely 
normal phase. Thus, in pure metals and for J < J c2' an 
electric field weakly influences the properties of the 
mixed-state layer. However, in a sufficiently small 
neighborhood of J 2 any arbitrarily weak electric field 
leads to practicalry complete destruction of the layer and 
to the transition of the metal into the normal state. The 
width of this neighborhood decreases with increasing 
purity of the metal. Formula· (29) enables us to trace the 
picture of the destruction in more detail. Let us write 
the total current through the sample as the sum of the 
normal current I n R< J and the fluctuation current 21Tr1Is ' 
According to Eq. (29) the derivative aI/aJn can be 
written in the form 
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and therefore the derivative of the total current through 
the sample with respect to the electric field is given by 

The order of magnitude of the second term inside the 
curly brackets of the last equation is given by 

where R is the characteristic size of the sample. At the 
boundary of the range of validity of formula (29) from 
the weak current side, the superconducting current is of 
the order of KcHc' as is clear from expression (25). In 
this connection the second term in Eq. (32) is of the 
order of 

where the last factor is large (albeit logarithmically). 
Now we see that if the metal is sufficiently pure so that 
the parameter (UR)(Z/K 2 ~ 0)2 h is not too small, then a 
descending section appears in the current-voltage char­
acteristics of the sample near J = J c2' Therefore the 
phenomena of instability and hysteresis should be ob­
served during the transition of the sample into the purely 
normal state, since these phenomena always arise in the 
presence of a descending section. Such phenomena were 
observed in the experiments by I. Landau and Sharvin 
with regard to the destruction of the mixed-state layer 
in the presence of strong currents. 

4. THE SURFACE IMPEDANCE 

The electromagnetic impedance of the inner surface 
of the sample is an important experimentally observable 
characteristic of the mixed state under consideration. In 
order to calculate the impedance we must include the 
terms describing the time-dependent electromagnetic 
field in the expression for the operator :E in Eq. (5). As 
a result the operator 9: becomes equal to 9:0 + 0 $, where 
Po is the old value and 

69: = - (4e1; / c) (k,Ay(r, t) + (k + ~x')A,(r, t)} 

is a small correction proportional to the vector potential 
A(r, t) of the variable field. Since the expreSSion 09?lP 
can be replaced by 0 9:1/!0 in the linear approximation with 
respect to the variable field, where I/! 0 denotes the solu­
tion without the variable field, one obtains an equation of 
the form (5) for the corrections ol/! to the order param­
eter with, however, the difference that the random force 
f must be replaced by -09:1/!0. If we now represent the 
functions I/! 0 and ol/! in the form of the expansion (7) in 
terms of eigenfunctions with coefficients ak k (t) and y z 
oak k (t) respectively, and take into consideration that, 
acc&r~ing to the results obtained above, only the term 
with n = 0 is important, then we obtain an equation of 
the form (11) for oak k (t) where the quantity 

y z 

6r,.,,(t) = - ~ J dV exp {- ikyy - ik,z} '1'. (x) 69:1jlo 

4el; , 
=-a,.,,(t) {k, (Au>, + «k + ~x-)A,>,}, 

c 

appears on the right-hand side instead of fkyk , and also 
k = kz + Et, and z 

<.. .>. = J 1 '1" (x) 1'( .. . )dx. 
o 
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Substituting here the solution (13) for the coefficients 
akykz(t) and solving the inhomogeneous equation for 

oak k (t) just as above, we find 
y z 

4el; , 
6a",,(t)=-c- exp {-P •• ,,(t)} J dt. exp {P •• h,(t.)} , 

X[ky (Ay(t.) >., + «k, + ~x')A,(t,) >,,,)a •• ,,(t,), 

where k1 = kz + £t1• 

The variable part of the fluctuation current, oj, is ob­
tained from the general formula (14) by substituting into 
it the variable part of the vector potential A(r, t) and the 
quantities oakykz' linearizing with respect to the ampli-

tude of the variable field, and using relations (12): 

16e2T ( J dk, dk. 'f" (33) 6;.=-- -A,(x,t) --, 1 '1" (x) 1'8_(t) dt 8+(t) 
cl; (2n)' _00 

~~' h 

+ 4 J (~n); (k + ~x') 1 '1" (x) I'L dt, «k, + ~x:)A,(t,»" 8 - (t) I dt' 8+ (t') } , 

where 0,±(t) == exp{±2Pkykz(t)}. 

One can evaluate the integrals over ky, kz' and t' ap­
pearing in Eq. (33) by using the method of steepest des­
cents: 

" I;l (j').. -, 
X8-(t) Jdt'8+(t')=-' [-.-(ko)] (ko+~X2)1'I' •• (x)I' 

4eT Ok 

, 
x J dt,«k.+~X2)A.(t'»h" 

t-lo/e 

Here k1 = ko + £(t1 - t), and (ko, To) are the parameters 
introduced above, determining the position of the saddle 
point and satisfying the conditions i\ (ko) = i\ (ko - To) = 1. 
The restriction on the range of integration with respect 
to t1, which appears on the right-hand side of the last 
two equations, arose from the condition that the saddle 
point was located inside the region of integration. 

The vector potential of the variable field depends on 
the time (the usual dimensional time) by means of the 
factor e- iwt , which is expressed in terms of our dimen­
sionless time variable'1 (denoted above by the letter t) 

by e-iW~ where W = w/lJ is the dimensionless frequency 
of the field. Therefore we have 
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~ dt, «k, + ~X2) A, (t,»., 
t--ro/~ 

_ k, dk {;;; 1 
= e-1 .. , k.L ---;- exp i B (ko - k,) J «k, + ~2) A,)k" 

~ dt, (Au (t,»., = e-i;:t ~: d:, exp {i ~ (ko - k,)} (AU)k" 
t-'oIE kQ-'o 

where the components of the vector potential without any 
time-dependent factor appear on the right-hand side. 
Also omitting this factor in the variable part oj of the 
fluctuation current, we obtain the following result by 
using the formulas written down above: 

4e [fJ').. ] -, [ 6j, = -c-T. --a/: (ko) I rp,.(x) I' -A, (x) (34) 

" dk w +4(ko+~x') J -fexP{i-;-(ko-k.) }«k,+~x')A,(x».,]. 
";-TO 

4e [ f)').. ] -, [ 
6j ,=-;;I. fik(k o) Irp,,(x) I'. -A,(x) 

8J"'dk, {W } ] +- ~exp i-(ko-k,) (Ay(x»" . 
To e e 

RU-!O 

The first terms in formulas (34) describe the interaction 
of a weak electromagnetic field with the superconducting 
fluctuations, which are formed without taking this field 
into account. On the other hand, the second terms des­
cribe the influence of the variable field on the process 
of the growth of the fluctuations itself. The integration 
with respect to kl occurs exactly over that region in 
which A (k) < 1, that is, the fluctuations increase with 
time. 

5. THE SURFACE IMPEDANCE OF ALLOWS 

Let us consider the region of weak currents, (3 « 1. 
As shown in Sec. 2, in order for our general assumption 
about the smallness of the fluctuations to be satisfied, 
here the topic of discussion must involve type 1 super­
conducting alloys with the free path length of the elec­
trons of order ~ 0 and with the parameter K ~ 1. In addi­
tion' it follows from the results of Sec. 2 that in this 
case 

ko"" 1, '0 "" 114~, fJ')../ fJk(ko) = 2. 

First let the frequency of the variable field be low 
enough so that the following inequalities are satisfied: 

fij ~ ~e, 6" ~ 6 / ~, 

where on denotes the skin depth in the normal metal. 

In evaluating the integrals over kl appearing in form­
ulas (34), one can assume that the spatial dependence of 
the vector potential is the same as in the normal metal: 

A (x) = A (0) e-'X"" "" A (0) (1 - 6X / 6,,). 

In actual fact, as we have seen the function <Pl(X) is dif­
ferent from zero at distances d ~ ~/{31/4 from the sur­
face, a distance which is considerably smaller than 0 n' 
It is evident from Eq. (34) that here the superconducting 
current is also different from zero only in a region of 
thickness d. Meanwhile the values of the vector potential 
for x ~ ~ I (3 give the major contribution to the integrals 
over kl' that is, the major contribution comes from a 
region where only normal currents exist. 

In the zero-order approximation with respect to the 
small parameters wand 0;1, the integral appearing in 
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the first formula of (34) is equal to zero since in this 
case 

A,(x) =const, «k,+~x2»='M)')../ak" 

and the values of the function A (k) are identical (equal to 
unity) at both limits of integration. Large (in absolute 
value), negative values of kl playa major role in calcu­
lating the following approximations. The function <Pk1(x) 
associated with these values of kl are localized in small 
neighborhoods of the points x = Xo = (Iklll (3)lk; and 
therefore Az(x) may be taken outside of the average 
value sign if we set x = xo(kl) in it. The integral over kl 
arising after this has been done can be easily evaluated 
if it is taken into consideration that the equality A(kl) 
= 2({3lkl l)1/2 holds for negative values of kJ, and thus we 
obtain 

6j, = 2ce I.A,(O) Irp,(x) I' {(2~ ~~. -1) - 6:~~}· 
We determine the other component of the current in 
Similar fashion: 

2e { ifij q,} 
6jy=~I.Ay(0) Irp,(x) I' 8ei3-3~';" . 

The surface impedance Z is determined in the usual 
way as the ratio of the electric field E = (iw/c)A at x = 0 
to the total variable current, integrated with respect to 
~ dx. Since this total current is equal to the sum of the 
normal and fluctuation currents, by introducing the im­
pedance Zn of the normal metal we may write down the 
following expression: 

Zn cZ" Joo . ) 
-= 1 +--- 6,(x" dx. 
Z iwA (0) 0 " 

(35) 

Substituting the preceding formulas here, we find 

~=1-~Ib "{(~_6 -1)-~} 
Z, c" "" 2e ~6" ue'p' 

~= 1- 8ne 16 "{ __ 6_+ iw } 
Zy c"'" ;ip6" 8ep , 

where Zz and Zy denote the surface impedances of the 
sample in the cases when the electric field is polarized, 
respectively, along the axis of the cylinder and in the 
perpendicular direction. The quantity on represents the 
complex "skin depth" of the normal metal. The normal 
skin effect takes place for the conditions under consid­
eration and t~e equation on = 0/(1- i) is valid where ° = c/(27TUW)1 2 is the usual real skin depth. We empha­
size that the second terms in the right-hand sides of the 
obtained formulas are not, generally speaking, small in 
comparison with unity. 

Now let the frequency of the field be high so that 
on « d ~ ~/{31/4. In this case we have 

,. dk J 7e;o(l-") «k,+ px')A,(x»" 
leo-To 

I dk 00 

= J ~ei"('-") k.\ rp"(0) I' J A,(x)dx, 
o 0 

Q""w / e; 

here it has been taken into account that the functions 
<Pk1(x) with negative values of kl are essentially equal to 
zero on the surface. One can write the last integral on 
the right-hand side in the form of a product (on/~ )Az(O) 
and, in additio~ it is seen from the results of section 2 
that <Pkl (0) = 2 2 (2kIf3/1T2) lis. Therefore, the integral 
under consideration is given by 
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If the frequency satisfies the condition n «: 1 (;;; «: E), 
then I = 4/9, and we have 

2e { 32 6 (2~) 'f, } 6j ,=--;I,lrp,(x) I' -A,(x)+9~ 7 A,(O) . 

In similar fashion we find 

2e { 32 ~6n (2~ )'f'} 6j y=-;;-I.lrp,(x) I' -Ay(x)+5A,(0)~ 7 . 

Integrating the obtained expressions with respect to 
~ dx and using Eq. (35), we obtain 

~= 1+ 64 -=-6 Z ~(~)'f' 
Z, 9 iw " "8 ,,' ' 

Zn 4e (2~)'f' -=1--6nZ" - I •. 
Zy iw n 2 

In the opposite limiting case, 0 » 1 (w »E), it is 
convenient to represent the integral I in the form of a 
sum of two integrals, one of which is evaluated by taking 
the contour along the imaginary axis of the complex k! 
plane from 0 to - ioo, and the second integral is evaluated 
along a straight line contour parallel to the imaginary 
axis and rUl111ing from 1 - ioo to 1. The region near the 
real axis gives the major contribution to both integrals. 
As a result the integral I is represe%ed in the form of 
the sum of a monotonic part, 10 = id w, and an oscillating 
part ~I, where 

Then we can easily obtain the following formula for 
the impedance Zz: 

Zn 4e ( 2~ ) 'f, (4i 4) 
-= 1 +-.-6"Z" - I. --=--1 +-L\! . 
Zz ~w Jt2 W B 

We obtain the impedance for the other polarization of the' 
field in a quite similar manner: 

~ = 1 + 4e 6 Z (~) 'f, I {4i~ _ 1 _ 4i~e-'''/8 e'o Q-'I, r (~)} 
Zy iw n ",,' • Q 4 

Thus, at high frequencies of the variable field the sur­
face impedance of the sample is an oscillating function 
of the parameter 0 = W /E or (in ordinary units) of the 
parameter 1TW<1(d - rn/2e~J. The oscillations can there­
fore be observed in the presence of a variation of the 
current J and a fixed frequency of the field. 

6. THE SURFACE IMPEDANCE OF PURE METALS 

Using the general formulas of section 4 and the re­
sults of section 3, we may calculate the surface imped­
ance of pure metals for values of the current close to 
the second critical current. In this connection we shall 
treat the most interesting region J < Jc2' (Jc2 - J)/ Jc2 
» E2/3, where the fluctuating superconducting current 
is not too small. 

Near the second critical current we have 

= (~/,'_/)'h =(Sal,,-/)'h ~(k)=(2abl,'-/)'I' 
ko k,. + b I" ' To b I" ' Ok 0 I" 
I 

In addition, the integration in formula (34) takes place 
over an extremely narrow region near km. We can 
therefore take the average values < "')k outside of the 
integral sign, having set k = km in them.! After doing this 
the remaining integrals can easily be evaluated. Inte­
grating at once with respect to the coordinate x, we ob­
tain the following formulas for the impedance: 
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Zn 4e l, { [Of.. ] -, () -=1+-Z .. t;-- - -(ko) (A, x )'m 
Z, iw A,(O) Ok 

+ ~ (1- e,g·,) «km + ~x')A,(x) )"m ' , 
w 

~=1+ 4e Zn(;l. (Ay(x)'m [!!:....(ko)]-'{-1+~(1-e'C'.)}. 
Z, iw Ay(O) Ok WTo 

From here we obtain the following results for the low­
frequency region, when wTo« E and on »~: 

Z 4 I I) -'f, 
_n = 1 - ~ Z nt;I, (2ab ----"-=---: . 
~.t iw Ie'!. 

{ t; I" -I ') )} X 1+Sa----(km<x)hm+~'2<x 'm , 
8/).. I" 

Zn 4e 
-=1+-Z"V.· 
Z, bVE 

The numerical factors a, b, km' and f3c2 appearing in 
these formulas were evaluated in section 3 with the aid 
of a variational method, One can also easily calculate 
the quantities <x)k and <x 3)k by a similar methOd. 

m m 
Using the trial function CPk (x) we find 

m 

(x)'m = (3/4,,)'/', (x')'m = (27/64,,) 'I,. 

At high frequencies, on « ~, one can write down the 
average values of the vector potential in the form 

(Ay.,(x)'m= ~n A,,(O)rp'm'(O), 

«km + ~x')A,(x»'m = ~n A,(O)km<P'm'(O), 

after which substitution into the general formulas writ­
ten down above gives 

Z" 4e '{ ( 1,,-1) -'I, 2ikm _ ,e,,)} --= 1 +--,--Z,,/),J.rp'm (0) - 2ab--I- +-_-(1 e , 
Zz lW c2 W 

Z 4 (I -I)' -'f'{ i } ~=1+-=-Z .. /),J,rp'm'(0) 2ab-"- -1+r;-(1-eiO,.). 

~ ~ ~ w~ 

Using the variational method, we obtain the value 
(16/31T)d2 for the quantity CPk (0). 

m 

In the high-frequency region the surface impedance 
of pure metals, just as in the case of the alloys consid­
ered above, contains an oscillating part which is a per­
iodic function of the parameter 

with period 21T. Such oscillations can also be observed 
in connection with a variation of the current and for a 
fixed frequency of the variable field. 

In conclusion we express our gratitude to I. L. Landau 
and Yu. V. Sharvin for a helpful discussion of the work. 
One of the authors (W. B.) also expresses gratitude to 
Deutsche Forschunggemeinschaft and the USSR Academy 
of Sciences for arranging his visit to the Institute of 
PhYSical Problems, USSR Academy of Sciences, and for 
financial support. 

IlIn order to avoid misunderstandings, we emphasize that in the 1943 
article by L. D. Landau [2] the term "mixed state" was also employed 
in a different sense: in order to denote the states of a type I supercon­
ductor which arise as a result of multiple branching of the intermediate­
state layers in the absence of an electric field. 
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