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The restrictions imposed by symmetry considerations on the possibility of second-order phase tran­
sitions induced by two- and three-component order parameters are analyzed. An example is given of 
a physically irreducible representation which satisfies the Lifshitz condition and for which two third­
order invariants can be set up. It is shown that, for a two-component order parameter, a second­
order transition point at which four phases are contiguous cannot exist in the p, T plane. For a three­
component order parameter, isolated second- order transition points at which five phases are con­
tiguous can exist. 

1. INTRODUCTION 

MANY of the known structural phase transitions in 
crystals can be described by an order parameter, the 
components of which transform according to a multi­
dimensional irreducible representation of the symmetry 
group of the symmetric phase. Thus, e.g., the anti­
ferroelectric transitions in ammonium dihydrogen phos­
phate[l] and gadolinium molybdate[2] are associated 
with a two-dimensional irreducible representation. The 
order parameter in barium titanate and in a number of 
other cubic ferroelectrics transforms according to a 
three- dimensional irreducible representation. Exam­
ples are also known of more complicated transitions, 
associated with an order parameter transforming ac­
cording to a six-dimensional irreducible representa­
tion .. [3] All ferromagnetic and antiferromagnetic phase 
transitions are also associated with multi-dimensional 
order parameters. In structural phase transitions, a 
change of the probability density p of the distribution of 
charge (in magnetic transitions-of current) occurS[4J, 
leading also to a change of crystal symmetry. 

Most phase transitions in crystals occur as first­
order transitions that are almost second-order. The 
fact that they are first- order transitions can be connec­
ted with different physical reasons. Among these rea­
sons, those associated purely with symmetry are in a 
special position: for certain changes of symmetry of 
the crystal, a phase transition occurs that is certainly 
first- order. Even in his first papers on the theory of 
second-order phase tranSitions, Landau[4,5J considered 
the fundamental constraints, following from symmetry 
theory, on the possibility of a second-order phase tran­
sition between different phases of a substance. Although, 
as is now well known, the range of applicability of 
Landau'S theory is confined to the region of tempera­
tures not too close to the transition point, so that the 
fluctuations of the order parameter are suffiCiently 
small, all the restrictions enumerated below, for the 
derivation of which only a knowledge of the change of 
symmetry of the crystal in the transition was needed, 
will also remain in any more exact theory. 

First of all, in order that a transition can occur as a 

second-order tranSition, the symmetry group of one of 
the phases (the asymmetric phase) must be a subgroup 
of the symmetry G of the other phase. l4] This, in par­
ticular, has made it possible to introduce the concept 
of an "order parameter", which characterizes the 
extent of deviation of the symmetry from G. A second 
restriction states that a second-order transition can oc­
cur along a line in the p, T plane only if the components 
of the order parameter transform according to an ir­
reducible representation of the group G. If this repre­
sentation is one-dimensional, then the order of the sym­
metry group changes by a factor of 2 in the transition, 
and symmetry theory imposes no further restrictions 
on the possibility of a second-order transition. In the 
more interesting case of a multi-dimenSional represen­
tation, there are two more restrictions on the irreduci­
ble representation according to which the components of 
the order parameter transform. One, the Lifshitz con­
dition[5,6], allows second-order transitions only with 
representations of G for which the vector k character­
izing the star of the representation lies on the boundary 
or at the center (k = 0) of the Brillouin zone. The sec­
ond condition, the Landau condition[4,6] , forbids a 
second-order transition with an order parameter trans­
forming according to a representation whose cube con­
tains the identical representation. 

Using these restrictions, we can say that the change 
t:.p of the probability density in the transition can be 
represented in the form of a linear combination of func­
tions CPna transforming according to the n-th irreduci­
ble representation of G, satisfying the Lifshitz condi­
tionl) : 

L\p (r) = 1: Cne<!, .. (r). (1) 
e 

Here Ci labels the row of the irreducible representation. 
As usual [6J, we shall assume below that the coefficients 
cnCi , and not the functions CPnCi' transform into each 
other under the symmetry operations of the group G. 

1) All the restrictions obtained below were obtained from the same 
considerations as was the Landau condition, which, therefore, will be 
considered in the text and is not reflected in (1). 
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The set {cnG'} is called the order parameter. 
The above restrictions were concerned with the se­

lection of those irreducible representations of G with 
which second-order transitions can be associated. 
However, in his first paper [4] , Landau pointed out that, 
for complicated transformation properties of the order 
parameter, a second- order transition to certain phases 
is impossible even when all the conditions enumerated 
are fulfilled. The present paper is devoted to a detailed 
study of the restrictions, following only from symmetry 
considerations, on the possibility of a second-order 
phase transition to all phases which can be associated 
with two- and three- component order parameters. The 
method developed can also be applied for transitions 
with order parameters of higher dimensionality. 

A general treatment is pOSSible, thanks to the fact 
that all transitions allowed by the Lifshitz condition[5,6] 
between the 230 space groups are found to be isomor­
phous to 48 different types. These types differ in dimen­
Sionality and in the form of all the different representa­
tion matrices. Since we do not know in advance whether 
a second- order transition to one or another phase as­
sociated with a given order parameter is possible, the 
asymmetric phases will be enumerated in terms which 
do not use an expansion of the thermodynamic potential 
in a series in powers of the components of the order 
parameter [7] . This enables us to determine, without 
additional assumptions, the symmetry of the asymme­
tric phases and the number of independent components 
of the order parameter in them, and to select a phenom­
enological model for the description of a particular 
transition. By the latter, we mean the determination of 
how many and which terms of the expansion of the 
thermodynamic potential in powers of the components 
of the order parameter must be considered in order to 
describe the transition to this phase within the frame­
work of the Landau theory. 

As in a previous paper[7J , we introduce an m-dimen­
sional space E, where m is the number of components 
of the order parameter (the dimensionality of the irre­
ducible representation), and in it a C artesian system of 
coordinates, along the axes of which the values of cnG' 
will be plotted. The space group G generates in E a 
finite point group L, the elements of which correspond to 
all the different transformation of the {cnG'}. Repre­
sentations of various groups and different representa­
tions of one group can lead to the same group L in E. 

For example, in three-dimensional space E, only two 
groups L = 0h and L = 0 correspond to all the three­
dimensional irreducible representations of the group 
01 that satisfy the Lifshitz condition. The two-dimen­
slOnal representations of groups of the classes D4 and 
D2d with k = 0 and the two-dimensional representations 
of D2h with k = %(b2 + b3 ) lead to L = C4V. Since the 
{cnG'} realize a vector representation of the group L, 
it is easy to enumerate all the possible groups L for a 
given dimenSionality of the space Eo Firstly, the L are 
groups of which the vector representation is irreducible. 
Secondly, since in the space groups only rotations 
through angles 71, 271/3, 71/2 and 71/3 are allowed, and 
the vector k lies on the boundary or at the center of the 
Brillouin zone (the Lifs hitz condition), in the space E 

only rotations through 71,271/3,71/2, 71/3, 71/4 and 71/6 
are possible. 

Restrictions on the possibility of a second-order 
transition to certain phases definable by an order 
parameter with which second- order transitions are 
possible can arise for two reasons. Firstly, the asym­
metric phase may be found to be thermodynamically un­
stable for small values of the order parameter. Mathe­
matically, this requirement reduces to the positive 
definiteness of the quadratic form whose coefficients 
are given by the second derivatives of the thermo­
dynamic potential with respect to the components of the 
order parameter. The second restriction is associated 
with the properties of the solutions of the nonlinear 
equations determining the equilibrium values of the 
components of the order parameter. Certain solutions 
of these equations, characterizing phases of low sym­
metry, correspond to real components of the order 
parameter that start only from certain non-zero values 
of I; c~. It can be seen from the following how both these 
restrictions can be studied by starting only from a 
knowledge of the transformation properties of the order 
parameter. 

2. TRANSITIONS ASSOCIATED WITH A TWO­
COMPONENT ORDER PARAMETER 

In a two- dimensional space E, there are only two 
types of point groups of which the vector representation 
is irreducible: L1 = Cnv and La = Cn with n = 3, 4, 6, 8, 
12. For L1 = Cnv ' the entire rational basis of invariants 
constructed from the components of the vector {C1' C2} 
consists of two functions (this is connected with the fact 
that L1 is a group generated by reflections [8J ): 

I, = c,' + c,' "" r', I, = r' cos rnp (tgIP = c,l c,), 

Le., any invariant under Cnv ' being an entire rational 
function of C1 and C2, can be represented as an entire 
rational function of 11 and la. Consequently, the thermo­
dynamic potential 4> depends on C1 and C2 only through 
their combinations 11 and 12: 

!lJ==cD[I,(ci),I,(ci)l. 

We note that, in the given case, the assumption of a 
rational dependence 4>(ci) is unimportant, since the en­
tire rational basis in the case Cnv coincides with the 
entire irrational basis. The assumption that 4>(ci) is an 
entire function is natural, since otherwise 4> would have 
singularities as the ci approach certain values (the 
Singularity in 4> associated with fluctuations of ci in the 
neighborhood of the transition point is unimportant for 
the following). 

Therefore, the equations determining the equilibrium 
values of rand <p have the form 

r(2<D, + nrn-'<D, cos nIP) = 0, 
-nr'!lJ, sin n<p = O. 

Here and below, we use the notation: 

!lJ,,,,,~ ii'!lJ 
iiI, ' !lJrn , "" --­iilm iiI,' 

(2) 

The solution of the system (2) for r = 0 corresponds 
to the symmetric phase, which is stable only when 
4>1(P, T, r = 0) == a(p, T) > O. In order that a second­
order transition to some other phase be possible, when 
a(p, T) goes to zero stable solutions of the system (2) 
corresponding to the new phase and to arbitrarily small 
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r should arise. Among the solutions of the system (2) 
that describe asymmetric phases, there are solutions of 
two types. Corresponding to the first type of solution 
there is an extremum of the thermodynamic potential 4>, 
lying in the symmetry planes in the space E: sin cp = 0, 
and the quantity r is determined from the equation 

(3) 

In the asymmetric phases described by these solutions, 
the magnitude r of the order parameter changes with 
change of the temperature (or pressure), while the angle 
cp remains constant. Corresponding to the second type 
of solution there is an extremum of 4> that does not lie 
in a symmetry plane in the space E. In this case, the 
equilibrium values of rand cp are determined from a 
system of two nonlinear equations: 

tD, = 0, tD, = O. (4) 

In the phase corresponding to this solution, both rand cp 
vary with temperature. Phases of the second type have 
been discovered experimentally, e.g., in crystallo­
graphic transitions (the phase C~ in boracites [9J and 
the phase C1 in the hydrogen selenites[10]). 

The group H1 (= Cs ) corresponds to asymmetric 
phases of the first type in the space E, and contains two 
symmetry elements: the identical element E and re­
flection in a plane, a v. If L1 is C3V ' all the reflections 
a v belong to the same class, and phases for whic h 
cos 3cp = + 1 or cos 3cp = -1 possess the same symme­
try. For L1 = Cnv with n ~ 4, the symmetry group G1 
can differ depending on the sign of cos ncp (in other 
words, depending on which of the two possible classes 
of the group L1 the reflection a V belongs to). 

Let G1l correspond to cos ncp = + 1, and G12 to cos ncp 
= -1. For L1 = Cnv with n ~ 4 also, the symmetries G1l 
and G12 may coincide in certain cases, e.g., for transi­
tions with a two-dimensional order parameter (with 
k = 0) from the space groups of the classes 

Dn' (n = 2,3) or Dnh (n = 4,6). 

However, even in this case, there are different phases, 
which can border on each other only along a firs t- order 
phase transition line. In fact, the stability conditions 
for phases of the first type have the form 

=+tD2 ;;;;: 0, 4r'tDIJ ± (n - 2)nrn -'<D, 
± 4nr'tD" + n'r'n-'tD" > o. (5) 

Here the upper sign corresponds to the phase G1l, and 
the lower to G12 . Comparing the first condition of (5) 
with Eq. (3), we see that, on the boundary between these 
phases, the magnitude of the order parameter changes 
discontinuously. Each of these phases can be contiguous 
with the symmetric phase in the p,T plane, along a 
second-order transition line: 

lim tD,[p, T, rep, T) 1 = a(p, T) = 0, 
,_0 

since the stability conditions (5) are in no way connec­
ted with the stability of the symmetric phase, and when 
r - 0 are consistent for n ~ 4. For n = 3, the stability 
conditions (5) are consistent for a second-order transi­
tion only at a point in the p, T plane at which a(p, T) = 0 
and lim 4>2(P, T, r) = O. This is in complete agreement 

r-O 
with the well known result of Landau for representations 
admitting cubic invariants [ 4] • 

A second- order transition from the symmetric phase 
to a phase of the second type is impossible. The system 
of equations (4) determining the equilibrium values of r 
and cp in this phase has no real solutions for a small 
magnitude r of the order parameter. In order to show 
this, we expand the thermodynamic potential 4> in the 
invariants 11 and 12: 

{lJ = a,1, + a,1,' + b,I~ + b,1,' + cl,1,. (6) 

In the thermodynamic potential (6) we have kept all 
terms of fourth order in r and terms of the minimum 
degree in r necessary for the fulfillment of the stability 
conditions for a phase of the second type: 

4tD" + 4nrn -'<Il 21 cos nrp + n'r'(n-')tD" cos' nrp > 0, 

(!J"<Il,, - tD,,' > o. 
For (6), Eqs. (4) assume the form 

<Ill = al + 2a,/, + cl', = 0, 

tD, = b, + 2b,1, + ell = O. 

(7) 

(8) 

Solutions of the system (8) with r tending to zero are 
possible only for a1(p, T) - 0 and b1(p, T) - O. But 
h == I~ cos ncp and, in order that the system (8) have a 
solution with Icos ncp I :s 1, it is necessary to impose 
one further condition on the coefficients: e.g., c(p, T) 
- O. The conclusion reached will not be changed when 
other terms in the thermodynamic potential (6) are taken 
into account. 

Our conclusion about the impossibility of a second­
order phase transition to phases of the second type dif­
fers from the result of Levanyuk and Sannikov[1l,12J , 
inasmuch as they, in studying the specific case of possi­
ble transitions with L = C4V ' neglected the invariants 
of sixth order in the order parameter. When these in­
variants are taken into account, the conclusion about the 
contiguity of four phases at one point in the p, T plane 
for a two- component order parameter becomes incor­
rect. 

A transition from each phase of the first type to a 
phase of the second type is possible along a second­
order phase-transition line. This is shown most simply 
by starting from the fact that the space group G2 of a 
phase of the second type is a subgroup of index 2 of the 
space groups G1l and G12 . Consequently, a transition be­
tween them is described by a one-component order 
parameter, and in this case there are no symmetry 
restrictions on the possibility of a second- order tran­
sition. 

The second type of group, L = Cn (n = 3, 4, 6, 8, 12), 
in a two-dimensional space E arises for physically ir­
reducible two- dimensional representations. Since the 
Cn are subgroups of groups generated by reflections of 
index 2, the entire rational basis of invariants in this 
case consists of three functions: 11 = r2, h = rn cos ncp 
and Ia = rn sin ncp, and only one ordered phase is possi­
ble, for which rand cp are determined from the system 
of equations 

r[tD, + nrn-'(tD,cosrnp + tD,sinnrp) J = 0, 

nrn (-tD2 sin rnp + tD, cos 1l.Ip) = O. 
(9) 

Such a type of transition is observed in, e.g., ammonium 
dihydrogen phosphate (1] , gadolinium molybdate[2], etc. 

In an ordered phase in which r departs from zero, 
the system (9) gives one condition on p and T: 



1012 Yu. M. GUFAN and V. P. SAKHNENKO 

lim ~1(P, T, r) = 0; the value of the resulting angle CPo 
with respect to an arbitrarily chosen x-axis is deter­
mined from the equation 

<D, sin <po! ,=0 - <D, cos <po! ,~o = 0. 

If, in the second derivatives of the thermodynamic po­
tential with respect to r and cp for these transitions, we 
retain the terms of lowest order in r, then 

<D" ~ 4r'<D,,! ,=, + (n - 2) r n-' (<D, cos rnp! ,=0 + <D, sin rnp! ,eo)", > 0, 

<D .. ~ _rnn' (<D, cos rnp! ,=0 + <D, sin rnp! '=0),,' > 0, 

<D., ~ 2rn-'n(-<D" sinrnp! ,=0 + <D" cos rnp! '=0)' 

Hence it can be seen that, for n ~ 4, the stability con­
ditions can be fulfilled irrespective of «P1 for small r. 
Consequently, in this case a transition to an asymmetric 
phase can occur along a second-order phase-transition 
line. For n = 3, in the general case for sufficiently 
small r, the two conditions ~({iCP > 0 and ~rr > 0 can 
be simultaneously fulfilled only when ~2 = 0 and ~3 = O. 
These, together with the condition «P1 = 0, will be three 
conditions on the two variables p and T, and, conse­
quently, this transition can occur only with the appear­
ance of a finite r at the transition point. 

Actually, this is an example of a representation 
whose cube contains two invariants: 

Since the question of the existence of such a represen­
tation has already been discussed[6,13J, we point out 
that C3 is realized in E, e.g., for transitions from the 
groups of the class T that are associated with a two­
dimensional representation characterized by k = O. 
Many alums undergoing structural transitions have the 
symmetry group T4 of the symmetric phase. However, 
there are insufficient experimental data to indicate 
whether any of these transitions are associated with 
k = 0 and a two-component order parameter. A transi­
tion from the group T4 to D~ could be such a transition. 
We note that this example does not contradict Shur's 
theorem[ 13J , which states that in the case of a transi­
tion associated with an order parameter transforming 
according to an irreducible representation of G, there 
can be no more than one third- order invariant. The 
representation considered is only physically irreduci­
ble, and for physically irreducible repres entations no 
more than two third- order invariants can exist. 

3. PHASE DIAGRAMS FOR TRANSITIOl'l3 WITH A 
THREE-COMPONENT ORDER PARAMETER 

There are five groups L corresponding to all the 
crystallographically possible transitions with a three­
component order parameter in the three-dimensional 
space E, allowed by the Lifshitz condition. These are 
the cubic point groups of which the vector representa­
tion is irreducible: 0h, Th, 0, Td and T. If L = ~, six 
ordered phases with a three-dimensional order param­
eter are possible. The largest subgroups of the point 
group ~ that conserve at least one component of the 
vector r = ix + jy + kz are associated with correspond­
ing subspaces in the space E. Here x, y and z are func­
tions transforming respectively according to the first, 
second and third rows of the vector representation of 
~. 

Phase transitions with a three-component order 
parameter 

L 

Phase °h 
11 .. 21 .. 1.11 .. 1 •• °1" 1.1 

Td 

II .. I.,TI ,', 1. label 11• 1:. 13 It, I •• I,' 

Co(-) Co Co(-) Co(-) Co(-) 
C,(-) c, 

3 C, C.(-) 
4 C2• c, 

C'V(+) C2.(+) c.(+) C2• Cz 

6 C3V (+) C,(+) C,(+) Cav C. 

We shall label these phases and the changes of proba­
bility denSity corresponding to them: 

1) ~p, = c,x + c,y + C3Z, 

3) ~P3=C,(X+Y) +c,z, 

5) ~p, = cx, 

2) ~fh = c,x + c,y, 

4) ~p,=c(x+y), 

6) ~p,=c(x+y+z). 

By analogy with the case of a two-dimensional order 
parameter, we shall call the phases 4-6 phases of the 
first type, Since, on variation of the external conditions 
(p and T), within the boundaries of these phases only 
the magnitude of the order parameter changes, and not 
its angular coordinates in the space E. The phases 1-3 
will be called phases of the second type. The results 
of the complete analysis of the possible changes of the 
probability density for all five types of three-dimen­
sional irreducible representation are given in the Table. 
The results of the Table differ from those of Levanyuk 
and Sannikov[12J , both in the number of phases and in 
the nature of the transition to these phases; below, 
therefore, we give explanations of the origin of the re­
strictions noted in the Table. In the first row of the 
Table we indicate the groups L and the corresponding 
functions occurring in the entire rational basis of in­
variants of the vector representation of each group: 

I, == c,'(c,' - c,') + c,'(c,' - c,') + c,'(c,' - c,'), 

1/ == 1,'1,. 

The labels of the phases, in accordance with the nota­
tion introduced above, are given in the first column of 
the Table. The dashes in the Table indicate the absence 
of the corresponding phases for the given group L. 

As is shown by an analysis analogous to that per­
formed above for transitions with a two- component 
order parameter, allowance for higher terms in the 
expansion of «P in powers of the order parameter im­
poses no further restrictions on the possibility of a 
second-order phase transition from the symmetric 
phase to the phases 5 and 6. For the groups L = ~, ° 
and Th, for which there are no third-order invariants 
in the entire rational basis of their vector representa­
tion, such transitions are possible along a second­
order transition line in the p, T plane. In the Table this 
is indicated by the sign (+). For L = T d or T, because 
of the presence of third- order invariants in the entire 
rational basis, a transition to the phases 5 and 6 is pos­
sible only at a point. For the phase 4, which is possible 
only in 0h and 0, a second-order transition is also 
possible only at a point in the p, T plane. This is con­
nected with the violation of the stability of the phase 4 
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for small values of the order parameter. Indeed, in this 
phase, for a small magnitude of the order parameter, 
it follows from the two stability conditions that cP2 + cPu 
> 0 and <1>2 > 0, the equality <1>1 = - 2C~<I>2 being satisfied, 
and this contradicts the third stability condition: 
WI + C1W3 > 0 for small c. A second-order transition to 
this phase from the symmetric phase is possible at the 
point of intersection of the lines w1(p, T, c = 0) = 0 and 
W2(P, T, c = 0) = 0; in the vicinity of this point, <1>1 be­
comes of order c4 , which removes the contradictions in 
the stability conditions. 

A transition to the phases 1-3 from the symmetric 
phase along a second- order transition line in the p, T 
plane is completely impossible. We shall consider the 
transition to the phase 3 for L = ~. In this case, the 
equations determining the equilibrium values of the 
order parameter have the form 

<lJ, + 2c,'<lJ2 + C2'<lJ, = 0, <lJ, + 2c,'<lJ, + c,'c,'<lJ, = 0. (10) 

A solution of these equations with Cl .;, C2 that describes 
a second- order transition is possible when the two con­
ditions: cPl(P, T, r = 0) = 0 and W2(P, T, r = 0) = 0 are 
fulfilled. Consequently, such a transition is possible 
only at an isolated point in the p, T plane. In this case, 
the stability conditions do not impose any additional re­
strictions. A phase of the type 3 can exist also when 
L = Td. However, a second-order transition to this 
phase is totally impossible. In fact, apart from the con­
ditions for the existence of a phase with Cl f C2 for small 
r, 

rD,(p, T, r=O) =0, <lJ,(p, T, r=O) =0, 

which also arise for L = Td, in this case an additional 
requirement <l>u(p, T" r = 0) = 0, follows from the sta­
bility conditions for the phase 3. Impossibility of a sec­
ond-order transition to the corresponding phase from 
the symmetric phase is indicated in the Table by the 
sign (-). 

For L = 0h' the transition to the phase 2 is forbidden 
as a second-order transition. This can be shown by re­
peating verbatim the arguments given above for a phase 
of the second type, a tWo-dimensional order parameter 
and L = Cnv ' since the equations for the equilibrium 
values of the order parameter in this case have the form 

rD, + 2c,'rD, = 0, <lJ, + 2c,'<lJ, = ° (11) 

and the interesting solution of (11), with d';' d, is de­
termined by the fact that it makes cPl and cP2 go to zero 
separately. A phase of type 2 is still possible for 
L = Th. In this case, a second-order transition is pos­
sible at a point in the p, T plane, since the equations of 
state 

<lJ, + 2c,'<l), + c,'(2c,' - c,')<lJ, = 0, 

<lJ, + 2c,'<lJ, + c,'(c,' - 2c,') <lJ, = ° 
permit us to carry through arguments analogous to 
those concerning the phase 3 for L = 0h' and the stabil­
ity conditions impose no additional restrictions. 

For all groups L, apart from L = Th, a transition 
from the symmetric phase to the phase 1 cannot occur 
as a second-order transition, since, for these groups L, 
the equations of state describing the phase of type 1 
lead to not less than three independent conditions on p 
and T. In the case L = Th, the presence of two sixth-

Possible phase diagram of transitions 
when L = Oh, in the neighborhood of the 
point a,(p, T) = 0, {31 (p, T) = 0 (a2 > 0, 
ell > 0, al > 0). 

If 
6 

order invariants in the entire rational basis of invar­
iants leads to the result that, from the equations of state 

<lJ, + 2C,'<l)2 + c,'c,'<lJ, + [2c,'(c,' - c,') + c,' - c,'j(J), = 0, 

ID, + 2c,'ID, + c/c,'ID, + [2c,' (c,' - c,') + c,' - c,'jlD, = 0, 

<lJ, + 2c,'ID, + c,'c,'ID, + [2c,'(c,' - c,') - c.' + c2'jlD, = ° 
for small Cl, C2 and C3, only two conditions on p and T 
fOllow, and the stability conditions give no other re-
s trictions. 

One of the possible phase diagrams, which illustrates 
the possibility that several phases touch at a second­
order transition point, is given in the Figure. We shall 
assume that, in the vicinity of this point, the phase 3 is 
unstable (WllW22 - <I>~2 < 0). Then the phases 4, 5 and 6 
are those phases which are observed in barium titanate 
and potassium niobate. The phas~ 4 always lies between 
the phases 5 and 6, as is observed experimentally. The 
transitions between the phases 5 and 4 and 4 and 6 are 
always first-order. To analyze this case, it suffices to 
expand the thermodynamic potential near the second­
order transition point up to sixth powers in the order 
parameter: 

In the figure, the lines 1 and 2 delineate the region of 
stability of the phase 4: 

(j"u, / 2U2 < ,~, < 6"u, / 2u, - 'V,U, / 8u,. 

The line 1 is not only the line along which the poten­
tials of phases 4 and 5 are equal, but is also the stabil­
ity boundary of phase 5; therefore, although the transi­
tion between phases 4 and 5 is always first-order, there 
is no region of joint (metastable) existence of the pha­
ses 4 and 5. To the right of line 3, the phase 6 is stable 

-~, > ~,.u, / 2u, - wa, / 12u2. 

The transition between phases 4 and 6 occurs when 
their potentials are equal: 

~, = 612u, / 2u, - 'V,a, / 9a2. 

The region of existence of phase 4 is shaded. 
If the stability condition for phase 3 (<I>UW22 - W~2 > 0) 

is fulfilled, five phases can be contiguous at the second­
order transition point, and to analyze this case it is 
necessary to perform an expansion of the thermody­
namic potential to the eighth power in the order param­
eter. 

A transition between asymmetric phases is possible 
as a second-order transition only when the subgroup HI 
(of the group L) characterizing one of the asymmetric 
phases in the space E is also the subgroup H2 charac­
terizing another asymmetric phase. When this condi­
tion is fulfilled, all the restirctions for transitions as­
sociated with two-dimensional order parameters are 
applicable to phase transitions between the phases 
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under consideration. Thus, e.g., a transition from the 
phase 6 to the phase 3 for L = T d can occur as a 
second-order transition only at a point in the p, T plane, 
because of the presence of third- order invariants in the 
entire rational basis of invariants of the point group 
C3V' A second-order transition from the phase 5 to the 
phase 1 for L = Th is also possible only at an isolated 
point, since it is described by a two-dimensional re­
ducible representation of the group C2V ' and so on. 
With a four- dimensional order parameter, there are, 
in all, 24 possible types of group L, for a six-dimen­
sional order parameter there are six types of group, 
and so on. The treatment of such transitions is more 
cumbersome, and can be performed in each particular 
case separately, by the method described. 

In conclusion, the authors express their deep grati­
tude to E. B. Vinberg, Yu. I. Sirotin and M. S. Shur for 
discussion of some of the results of the work, and to 
I. E. Dzyaloshinskil for discussions and valuable com­
ments. 
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