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Phase diagrams of ferromagnetic substances with two sublattices in a magnetic field are investigated. Cases of uniaxial and 
cubic anisotropy are considered. The types of phase transitions between various phases in the ferromagnetic substances are 
determined. They are transitions of the "orientation" type, i.e., the ordering parameters in them are the angles between the 
magnetic sublattices and the crystallographic axes. It is noteworthy that in relatively weak magnetic fields (H<106 Oe) the 
transitions are very sharp and can be described satisfactorily by the Landau theory. The behavior of the Faraday effect on 
variation of temperature and magnetic field strength is considered. 

INTRODUCTION 

MANY rare-earth ion garnets (RIG) have a compensa­
tion point at which the sign of the complete magnetization 
Ms of the crystal is reversed. Near the compensation 
temperature, the RIG exhibit many anomalies of differ­
ent physical quantities- the coercive force, Young's 
modulus, the specific rotation of the plane of polariza­
tion of the light, the magne1tocaloric effect, etc. 

It is well known[1J that in ferrimagnets with two sub­
lattices, in a certain interval of magnetic fields H~r 
< H < H;r, a flipping of the sublattices from an anti­
parallel arrangement to a parallel one takes place. Such 
a situation arises in Rial:2 '3J, for which the two- sub­
lattice model is well appli•:::able (at H « 106 Oe). In the 
isotropic case, the critical fields H~r and H;r are given 
approximately by the expr,~ssions 

H,cr = M, +M• .H,, 
(M 10M,.)'f, 

(1.1) 

where M1 and M2 are the sublattice magnetizations at a 
given temperature, M10 = M1(T = 0°K), M:!o 
= M2(T = 0°K), and Ho is proportional to the exchange 
field acting between the sublattices. 

In garnets, H~r RJ 5 x 105 Oe at T = 0°K, but, as can 
be seen from ( 1.1), the flipping near the compensation 
temperature Tc takes place in arbitrarily weak fields 
(H~r- 0). On the one hand, this indicates that the 
singularities of the physical quantities are apparently 
connected just with the flipping of the sublattices. On 
the other hand, the behavior of the RIG near Tc will be 
strongly influenced by the magnetocrystallographic 
anisotropf4J, which was not taken into account in[1- 3J. 

In the present paper we attempt to construct a 
thermodynamic theory of the physical phenomena in RIG 
near T C' with allowance for the flipping of the sublattices 
and the anisotropy in a large interval of external mag­
netic fields. The equilibrium states and critical fields 
in a three- sublattice anisotropic ferrimagnet at T = oo K 
were obtained in [5J. 

2. MAGNETIC STRUCTURE AND THERMODYNAMIC 
POTENTIAL OF RIG 

RIG are three- sublattice ferrimagnets. Their mag­
netic structure is determined by the strong antiferro­
magnetic interaction between the Fe 3 + ions at the crys-

140 

tallographic sites d and a (1\exch= 1.7 x 106 Oe), which 
leads to an antiparallel binding of the sublattices {d} 
and {a}, and a much weaker antiferromagnetic interac­
tion between the resultant iron and rare-earth sub­
lattices (H~xch = 3 x 105 Oe). We note that the RIG 
model in which {a} and { d} sublattices are combined 
into a single {a-d} sublattice is applicable in external 
fields H < H~xch. The very weak interaction between 
the rare-earth ions (H~xcli = 103 Oe) can be disregarded 
already at T ~ 10•K. The {R} sublattice constitutes in 
essence a system of paramagnetic io~s situated in the 
exchange field H~xch. The field H~xc acts only on the 
spin. If the rare-earth ion has a total mechanical angu­
lar momentum J different from the spin, then the mag­
netization of the {R} sublattice in an external field H 
will be determined by the effective field[ 6J 

H _ 2(g, -1) Hexch + H (2.1) 
eff- z , 

g, 

where gJ is the Lande factor. 
The concrete dependence of the magnetization of the 

rare-earth sublattice on the effective field and on the 
temperature is determined by the spectrum of the rare­
earth ion in the crystal field, and the explicit form of 
the function MR = MR(T, Heff) influences only the quan­
titative results and is of no importance for the obtaining 
of qualitative conclusions. We assume this dependence 
in the form 

(2.2) 

where Bs(x) is the Brillouin function 
(MRo = MR(T = 0°K), fJ.R is the magnetic moment of the 
rare-earth ion, Heff is given by (2.1), and k is the 
Boltzmann constant. In GdiG in the ground state, the 
orbital angular momentum is L = 0, and therefore (2.2) 
describes correctly the course of the magnetization of 
the gadolinium sublattice. In YbiG, owing to the strong 
influence of the crystalline field, the ground state is a 
doublet separated by a large energy gap (500 cm-1) from 
the excited levels[7J. Thus, formula (2.2) is also suffi­
ciently accurate for YbiG in a wide temperature interval 
(at S = 1/2). 

Recognizing that H~xch = AFe-RMFe (A Fe-R is the 
exchange constant), we obtain from (2.1) 

Herr= IH+ Z(g,-i) J.,,_.M.,,=(H'+J.'M.,'-2J.M.,Hcos9)'''· 
g, (2.3) 
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We have put here A= 2(gJ-1)iAFe-Ri/gJ, where 8 is 
the angle between the vectors H and MFe· 

The anisotropy in RIG is apparently of the single-ion 
type[BJ, i.e., the iron and rare- earth sublattices make 
independent contributions to the total anisotropy energy 
Wa = WFe + WR: 

(2.4) 

Here KFe and KR are respectively the anisotropy 
constants of the iron and of the rare-earth sublattices, 
the angles 8 Fe• CfJFe• and 8 R• q;R define the directions 
of the magnetic moments MFe and MR, while the explicit 
form of the function f(8, <P) is specified by the symmetry 
of the crystal. RIG are cubic ferrimagnets. We shall 
also consider the case of uniaxial anisotropy. Namely, 
uniaxial "induced" anisotropy is frequently realized in 
magnetooptical experiments with thin garnet plates[ 9J. 
In addition, mixed iron garnets with uniaxial anisotropy 
have recently been synthesized[wJ, and the theory devel­
oped below can be applied to them. 

The anisotropy energy of all RIG near Tc is much 
smaller than the exchange energy, and it can therefore 
be assumed that MR II Heff• i.e., the angles eR and 'PR 
can be replaced by the angles e' and q;', which define 
the orientation of the vector Heff relative to the crys­
tallographic axes. 1 > Taking into account the weak depen­
dence of the iron- sublattice magnetization on the tem­
perature and on the magnetic field near Tc, we write 
the thermodynamic potential of the RIG in the form 2 > 

H eff 

r])=-li!IlcosO- J Mndllerr+KFc/(OF"'PFc)+Kuf(O',ql), (2.5) 
0 

where Heff and e are taken from (2.3) and M = MFe(T cl· 
As shown in the Appendix, in fields H « AM we can 
use the simpler expression 

neff 

r])=-JJ!Ifcos8- rll!ndHerr+Kf(OF,,'PFe), (2.6) 
0 

where K > 0 is the experimentally- measured aniso­
tropy constant of the crystal. We note the case of GdiG, 
in which the anisotropy energy is determined practically 
completely by the iron sublattice. 

Let i, j, and k be the unit vectors of a rectangular 
coordinate system, and e and <P the polar angles of the 
vector M relative to this system. Then, for a uniaxial 
crystal and at H parallel to the easy axis (EA) we have 
f(e, cp) = f(e) =- cos2 e in the coordinate system 
{i, j, k} = {i 1 n, [ni], n}, where n is a unit vector in the 
EA direction. If H 1 EO, then the function f(e, <P) takes 
in the coordinate system {i, j~ k} = {n, H x n/H, H /H} 
the form f(e, <P) =- sin2 e cos <P· For a cubic RIG at 
H 11 [111] in the coordinate system {i, j, k} 
= {[llO], [112], [111]} we have 

/(0, 'P) = •;,-yz cos e sin' e sin 3tp- '/,cos' fJ- '/,sin' e. (2. 7) 

and finally, when H 11 [100] and {i, j, k} 
= {[100], [010], [001]} we have 

'>we regard the rare-earth sublattice as a gas of paramagnetic ions, 
and it is therefore natural for the paramagnetic system to have at 
WR-<A.M2 one stable state with a magnetization along the vector H,rr· 

2>s. V. Tyablikov['l has investigated in his monograph the flipping of 
the sublattices in ferrimagnets on the basis of the microscopic model 
(without allowance for the anisotropy). It can be shown that the thermody­
namic potential obtained in['l reduces under our conditions to expression 
(2.5) (at W, =0). 

/(8, cp) =-'/,(sin' 20 +sin' e sin' 2tp). (2.8) 

We assume that in the cubic case the easy- magnetization 
direction is [111]. 

The conditions under which the thermodynamic po­
tential (2.6) has extremal values with respect to the 
angles e and q; are 

iJID dllerr iJf 
-=MHsinO-Ma--+K-=0 
ae de ae ' 
iJID iJf 
-=K-=0 (2.9) 

iJ<p iJ<p 

and can be written with the aid of (2.3) in the form 

iJID/iJO=MH(1-I.xa) sinO+KiJj/DfJ=O, 

iJID I iJcp ;== K iJf I ocp = 0, (2.10) 

where xe = x(e, H, T) = MR/Heff· Equations (2.10) have 
in all the considered cases the solutions {e = 0} and 
{e = 1T }. These solutions correspond to the minimum of 
c1> if 82 cl>/8e 2 18 =O > 0 and 8 2cl>/8e 2 18 =1T > 0, respectively. 
The boundaries of the stability region of the collinear 
phases {e = 0} and {e = 1r} (these are the lines AA' and 
BB' in Figs. 1-4) are determined by the equations 
82 cl>/8e 2 le =O = 0, and 82 «1>/88 2 18 =1T = 0. For example, in 
the uniaxial case 

MH(1-I.Xo)±2K=0, MH(1-I.xn) =t=2K=0. (2.11) 

The upper sign corresponds to H 11 EA and the lower 
sign to H 1 EO. For a cubic crystal at H II [100] it is 
necessary to take the lower signs in (2.11), and at 
H 11 [111] it is necessary to take the upper signs and 
replace 2K by 4K/3. 

In addition, in a certain interval of magnetic fields 
and temperatures, there are solutions with 8 o;e 0 and 1T 
(angle phases). The values 8 = 80 and q; = cp0 are deter­
mined at specified H and T from the system of equations 

HIIEA 

H...LEA 

MH(1 -l.xa) + 2K cos 8 = 0; 

MH(1 -l.xa) - 2K cos Ocos'cp = 0, 

2Ksin' 0 cos tp sin cp = 0; 

{ 
MH(1 -l.x,) + K('/,cos' 0- sin' 8 cos 8-

H II [111] _- '/;f2 sin' 0 sin 3cp + Y2 cos' 8 sin 0 sin 3cp) = 0, 
)"2 K cos 8 sin' 0 cos 3cp = 0; 

(2.12a) 

(2.12b) 

(2.12c) 

{ 
111H(1 -l.xa) - K cos 0(2cos 20 +sin' 0 sin' 2cp) = 0, 

H II [100] 
-K sin' 8 sin2cp cos 2tp = 0. (2.12d) 

It is easy to verify that at the extremal points we have 
82 cl>/8e8<Pie "' = 0, and. therefore the solution {eo, cp0 } 

o• -ro 
will correspond to a minimum if 82 ci>/8<P 2 > 0 and 82 cl>/8e 2 

> 0. From this we obtain with the aid of (2.12) the fol­
lowing equilibrium values of the angle cp: C(Jo is arbi­
trary at H II EA, cp 0 = 0, 1T at H 1 EA, <fJ 0 = 1T/4, 31T/4, 
57T/4, 77T/4 at H II (100], cp0 = 7T/2, 77T/6, 111T/6 for 0 < e 
< 1r/2 and <Po= 1r/6, 57T/6, 37T/2 for 1r/2 < e < 1T at 
H II (111). 

Thus, if the magnetic field is directed along the EA 
of the crystal, then there is a nondenumerable number 
of solutions {eo, cp} which differ in the angle <fJ, all of 

which correspond to the same energy ("degeneracy"). 
At H II EA there are two solutions with one energy, 
{eo, 0} and {eo, 1r}. In the cubic case the angle solutions 
have fourfold (HII [100]) or threefold (H 11 [111]) degen­
eracy. 
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FIG. I. Phase diagram of uniaxial ferrimagnet. The magnetic field H 
is perpendicular to the EA of the crystal. 

FIG. 2. Phase diagram of uniaxial ferrimagnet at H II EA. Pis the 
critical point at which the second··order phase-transition line BP goes over 
into the first-order phase-transition line PRTc. PA' and PB' are the limits 
of the stability region of the metastable phases. 

3. (H, T) PHASE DIAGRAMS OF RIG 

The simplest phase diagram is possessed by a uni­
axial crystal at H 1 EA (Fig. 1). The stable phase is 
{ () = 0} in region I and { () = 1T} in region II. In region m, 
the minimum of the potential is realized at values of the 
angle () different from 0 and 1T-flipping of the sublattices 
takes place. The angle changes from() = 0 on the line 
AA' to () = 1T on the line BB'. The expansion of ~ in 
powers of() near AA' takes the form 

tl>(H, T, 9) .= tl>,(H, T) + a(H, T)S' + b(H, T)S' +.... (3.1) 

with a(H, T) = 0 and b(H, T) > 0 on the line AA' itself. 
Therefore the transition from the collinear phase 
{e = o} to the angle phase is a second-order phase 
transition in accordance with Landau's theory of phase 
transitions[uJ. The order:ing parameter in this case is 
the angle (). All the foregoing is also valid for the tran­
sition from the collinear phase { () = 1T} into the angle 
phase. The expansion of the thermodynamic potential 
in powers of 1T- () near the line BB' takes the form 

ctJ(H, T, 8) = ctJ'(H, T) + a'(Il, T) (rt- 8)' + b'(H, T) (rt- 8)' + ... , 

(3.2) 

where a' (H, T) = 0 and b' (H, T) > 0 on BB'. 
If H is parallel to the easy axis of the crystal, then 

the phase diagram (Fig. 2) contains a region IV, where 
both collinear phases are stable. RT c is the first- order 
phase-transition line on which ~(() = 0) = ~(() = 1T). 

If as in the case H 1 EA, we write out the expansions 
(3.1) and (3.2), then the lines AA' and BB', will have . 
points where the coefficients b(H, T) orb (H, T) vamsh 
(the points Q and P). Above these points on lines AA' 
and BB', the transition to the angle phase is a second­
order transition (b > 0). At the point P, the coefficient 
of the term (1T- ()) 6 in the expansion (3.2) is positive. In 
Landau's theory of phase transitions, such a point is the 
critical point of the transition of the second-order 
phase-transition line into the first-order phase transi­
tion lineC11J. The latter (PR on Fig. 2) can be obtained 
by eliminating eo from the system: 

ctJ(flo) =ClJ(rt), 8ctJI88Ie=e,=0. (3.3) 

H 

A 

If* 1----'---.j 
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FIG. 3 FIG.4 

FIG. 3. Phase diagram of cubic RIG at H II [ 100]. AA' and BB' are 
the second-order phase-transition lines, OTc is the frrst-order phase­
transition line, OM and OM' are the limits of stability of the metastable 
phases, and 0 is the critical point. , , 

FIG. 4. Phase diagram of RIG at H II [Ill]. AA and BB are the 
phase stability-loss lines { 8 = 0} and { 8 = 1T}, respectively, CC' and 

T 

FF' are the limits of the stability region of the states {0 < 8 < 1T/2; .P = 
7T/2, 77T/6, !11T/6}, and DD' and GG' are the limits of the stability region 
of the states {1T/2 < 8 < 1r; .p = 1r/6, 51T/6, 31T/2}. 

On the curve PQ, the angle phase loses stability and the 
system goes over jumpwise into the phase { () = 1r}. The 
jump of the angle () increases from f:!..{) = 0 at the point 
p to f:!..() = 1T at the point Q. The temperature dependence 
of the field on the line PQ is obtained from the system 
of equations (by eliminating 9-o) 

actJ I 881 •=•· = o, a•cp I 88'1 •=•, = o. (3 .4) 

The diagram shows the results of a numerical solution 
of the equations (for GdiG). 

At H 11 [111] of a cubic ferrimagnet, the flipping of 
the sublattices is from one of the planes (110) 
(ifJ = 1T/4, 51T/4) or (1l0) (ifJ = 31T/4, 71T/4), but in contrast 
to the phase diagram of Fig. 1, the flipping is not con­
tinuous. The phase diagram (Fig. 3) has a region boun­
ded by the curves OM and OM' where two solutions dif­
fering in the angle () are stable, namely {e = e1, ifJo}, 
and {e = e2, ifJo}. The values of e1 and e2 can be ob­
tained from the first equation in (2.12c) by putting in it 
.p0 = 1r/ 4, 37T/ 4, 57T/ 4, 71T/ 4. The limits of the metasta­
bility region OM' and OM are determined from the sys­
tem 

(sin 8)-•aw I 88 = MH(1- AXe) - K cos 8(3 cos' 0 -1) = 0, 

8'r.'PI8fJ' = -MH'A.ax,IOO +Ksin9(9cos'fJ -1) = 0. 
(3.5) 

The angle () changes jumpwise on OM when the tempera­
ture is increased, and on oM' when it is decreased, i.e., 
there is a temperature hysteresis of the angle (Fig. 5). 
The jump is f:!..() = 0 at the point 0 and increases to 
t!..() = 2 cos-1 ..f2/J in weak fields. It is interesting that 0 
is the critical point, as for example in a vapor-liquid 
phase transition. The analog of the density in our case 
is the flipping angle. 

When the external magnetic field is oriented along 
the easy axis [111] of a cubic ferrimagnet, the limits 
AA' and BB' of the stability regions of the collinear 
phases are no longer simultaneously second-order 
phase-transition lines. Even in strong fields, the flipp­
ing angle () changes jumpwise on them. This is connec­
ted with the fact that the expansion (2.6) of the thermo-
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dynamic potential with f(8, cp) from (2. 7) contains a cubic 
term. Jumps of the angle occur also on the curves CC', 
DD', FF', and GG'. The curves FF' and CC' are the 
limits of the stability region of the angle phases 
{0 < 80 < rr/2, cp 0 = rr/2, 7rr/6, 11rr/6}. They are deter­
mined from the following equations: 

MH ( 1 -AX"'') + 1/3 )'ZK = 0 for FF', 
(3.6) 

olD I ae I o~o. = 0, iJ'lD I i)fl'l e~o. = 0 for CC'. 

Analogous equations specify the boundaries GG' and DD' 
of the stability region of the phases { rr/ 2 < 8 o < rr, cp 0 

= rr/6, 5rr/6, 3rr/2}: 

MH(i- i•Xn1,)- 'ld'fK = 0 for GG', 

rllD I ae I Od, = 0, o'<D I i)fl'l o~o. = 0 for DD'. 
(3.7) 

A numerical calculation for GdiG yields, for example in 
a field H = 40 kOe, the following jumps of the angle 8: 
t:..8 = 30° on CC' and DD', t:..8 = 55° on AA' and BB', and 
t:..8 = 10° on FF' and GG'. On FF' and GG' the results 
also included a jumpwise change of the angle cpa: 
{<flo= rr/2, 7rr/6, 11rr/6}-;::. {rr/6, 5rr/6, 3rr/2}. The width 
of the metastability region is t:..T ~ 0.2°K between the 
curves DD' and BB' and between AA' and CC', and t:.. T 
~ 0.3°K between the curves FF' and GG' (all in a field 
H = 40 kOe). 

At H = 0 all eight states corresponding to the orien­
tations of Ms (or Myel along the easy axes of a cubic 
RIG are stable. If, for example we apply at T = T1 
(Fig. 4) a magnetic field along [111], then as the field 
is increased the transition to the collinear phase { 8 = 0} 
occurs differently for different initial orientations of M. 
At the point P, the angle phases with cp 0 = rr/2, 7rr/6, and 
11rr/6 become unstable, and at the point Qat 80 = 90° the 
phases with cp 0 = rr/6, 5rr/6, and 3rr/2 become unstable. 
The state with M 11 [111] is stable up to the point R. All 
the foregoing is valid for a single-domain crystal. In 
real crystals, a domain structure occurs in region IV 
because of the influence of the demagnetizing fields. 
Then the stability-loss lines determine the boundaries 
of the existence of domains with corresponding direc­
tions of the magnetic moments. 

All the curves in the diagrams were obtained by 
numerical calculation for GdiG. As a rule, the tempera­
ture dependence of the field on these curves, which is 
explicitly specified by equations of the type (3.5), (3.6), 
etc., cannot be obtained analytically. However, for the 
boundaries of the regions of stability of the collinear 

"'F case 

T 

FIG. 5. Temperature dependence of cos() and ap near Tc for a 
cubic RIG: a) H II [I 00], b) H II [Ill] (strong fields), c) H II [Ill] 
(weak fields). 

phases (Eqs. (2.11)) and also for the equal-angle curves 
8 = canst, we can obtain an explicit T = T(H) depen­
dence. To this end it is necessary to change over from 
the Brillouin function Bs(x), which enters in XI}, to the 
reciprocal function Bs1(x). For example, simple trans­
formations of Eqs. (2.11) yield 

kBs-' ( (1 ± 2KIMH) ('AM -H)/'AMR,] 

---;;-:= f!,('AM -H) 

kBs-' [ (1 + 2K/Ml!) ('AM+ l!)j'AMR,] 
(3.8) 

T, f!,('AM+H) 

To conclude this section, we present numerical 
values of H*, H1, H2, and t:.. T min on the phase diagrams. 
For GdiG, assuming H~xch = 250 kOe near Tc and 
K = 6.7 x 103 erg/cm3[12J, we obtain H* = 23 kOe and 
t:..Tmin = 3o. In a uniaxial crystal (H~xch, K, Tc for 
GdiG) we have H* = 28 kOe, H1- H* = H*- H2 = 400 Oe, 
and t:..Tmin = 3.5°. Numerical estimates for other RIG 
yield H* ~ 25 kOe and t:.. Tmin ~ 3° for TbiG, 
H* ~ 50 kOe and D. Tmin ~ 60° for DyiG and H* ~ 45 kOe 
and t:.. T min ~ 10° for Hoi G. 

4. DISCUSSION OF RESULTS 

The anomalous behavior of the physical quantities at 
temperatures close to the compensation temperature is 
determined by the character of the phase diagrams. 
Many thermodynamic and kinetic quantities have singu­
larities near the magnetic phase-transition points. Thus, 
in the second-order phase transition from a collinear 
phase to an angle phase there should be observed a 
jump in the specific heat (t:..C/C ~ 10°), in Young's 
modulus, and in the magnetocaloric effect. Singularities 
of the thermodynamic quantities in weak fields are due 
to the fact that these quantities have different values at 
the phases {8 = 0} and {8 = rr}C 13J. It can be shown that 
when the second-order phase-transition lines or the 
phase- stability boundaries are approached, the fre­
quency of the ferrimagnetic resonance and the velocity 
of the domain wall tend to zero, the time required to re­
verse the magnetization of the sample is increased, the 
fluctuations of the magnetization increase sharply, etc. 

In[14J they observed two peaks in the intensity of the 
light scattering when the temperature was varied near 
Tc in strong magnetic fields. These two peaks corre­
spond to two phase-transition points on going through 
the angle phase. One can expect interesting singulari­
ties, characteristic of second- order phase transitions, 
in Raman light scattering (with change of frequency). 
The change of frequency t:..w of the scattered light ap­
proaches zero when the transition point is approached. 

The most direct way of obtaining information con­
cerning the phase diagram of RIG is to study the Faraday 
effect (FE). In RIG, the rotation of the plane of polar­
ization of linearly polarized light in the visible region 
of the spectrum is due principally to the intense dipole 
transitions in the Fe3• ions of the octahedral sublattice. 
In this case the magnitude and the sign of the FE are 
determined completely by the projection of the magne­
tization of the iron sublattice on the direction of light 
propagation. It is therefore easy to obtain thetempera­
ture and field dependences of the per-unit rotation ay 
near Tc. Typical plots of ay = ay(T) at H =canst, for 
different orientations of the magnetic field, are shown 
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I. 
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T 

FIG. 6. Temperature dependence of cos(} and of the per unit ro­
tation of the polarization plane oqp =canst cos(} near Tc: a) H lEA, 
b) Hll EA (uniaxial ferrimagnet). 

in Figs. 5 and 6 (the light propagates along H). In weak 
fields, for all cases with the exception of H 1 EA of a 
uniaxial crystal, a temperature hysteresis of the FE 
should be observed. In strong fields, hysteresis loops 
arise only in single crystals with cubic anisotropy at 
H 11 [111]. Analogous phenomena should be observed if 
the FE is determined by the gyrotropy of the magnetic­
susceptibility tensor (frequency- independent FE in the 
IR band, FE in the microwave region). The FE near T c 
was investigated experimentally iJ 9•15J. A temperature 
hysteresis of the per-unit rotation of the polarization 
plane aF was observed in weak fields and it was shown 
that the character of the temperature dependence of the 
FE varies with the field and with the character of the 
phase diagram when the type of anisotropy is changed. 
The experimental data are in good agreement with our 
calculations. 

A very effective procedure is measurement of the 
thermodynamic quantities that experience abrupt changes 
on the phase boundaries, such as the magnetostric­
tionC16'17J and the magnetocaloric effectC18J. Thermal 
effects in YbiG were investigated in[ 19 ' 20 J. AlbenC21 J 
investigated theoretically the phase diagram of this 
RIG. He did not, however, consider the metastable 
states and did not fully investigate the phase diagram 
in weak fields H < .\M; yet these questions are of prime 
significance when it comes to comparison with the exist­
ing experimental data. 

As shown above, the ordering parameters in the angle 
phases are the angles between the magnetic sublattices 
and the crystallographic axes. In this sense, the phase 
transitions in question are of the "9rientation" type, in 
which the orientation of the magnetic moments in the 
crystals changes (the Morin transition, transitions in 
uniaxial ferromagnetsC22 J or transitions connected with 
reorientation of the easy axis[ 23J). 

It is of interest to trace the change of the symmetry 
in such a transition. In all. the cases considered by us, 
the transition into the angl.e phase is accompanied by 
violation of the symmetry,. in that the crystal is no lon­
ger invariant to rotation about a definite axis. Thus, in 
the cases corresponding to the phase diagrams shown in 
Figs. 1-4, the violated symmetry elements are rota­
tions by 180° around the magnetic field, by an arbitrary 
angle around the EA, by multiples of 'IT/2 around the 
[100] axis, and by multiples of 27T/3 around [111]. We 
have also noted that a unique "degeneracy" with respect 
to energy exists in the ang:le phase, i.e., minimization 
yields several possible states that are equivalent 

energywise. It is easy to see that the "violated" sym­
metry elements transform these degenerate states into 
one another. It is interesting that the degeneracy makes 
it possible for a domain structure to exist in the flipping 
region also in strong fields. 

We have used in the present paper the molecular­
field approximation, which is equivalent to neglecting 
the magnetization fluctuations. However, the fluctua­
tions of M increase sharply near second-order phase­
transition points. It is therefore important to know the 
temperature interval~ T = IT- Ttrl outside of which 
our results are valid. To consider this question, it is 
necessary to take into account the contribution of the 
energy of the magnetic inhomogeneities to the thermo­
dynamic potential 

hE= 6M-'{('Vll'lx)' + ('VM,)' + ('VM,)'} (4.1) 

(15 is the constant of exchange interaction between the 
iron sublattices). 

If we use the criterion (~77 2 ) « 17~ ((~77 2 ) is the fluc­
tuation and 7Jo the equilibrium value of the ordering 
parameter) then, as shown by GinzburgC24 J, the tempera­
ture interval ~ T can be estimated from the formula 

!1T IT tr = k'T tr b' I a/b' == ~. (4.2) 

where k is Boltzmann's constant, a and bare the coeffi­
cients of expansion (3.1), and 15 is obtained from (4.1). 
In our case~ = (0.1-1) (H/H~xch) 3 . In a field H = 2 
x 104 Oe, this yields~ ~ 10-6-10-7, i.e., the transition 
is very "abrupt." For a comparison, we indicate that 
~ ~ 10-1 for the phase transition at the Curie point. 
The physical reason for the suppression of the fluctua­
tions is the considerable increase of the correlation 
radius r for the investigated transitions. Whereas near 
the Curie point we have rc ~ a[(T- Tc)/Tcr112 (a is the 
lattice constant), in our case r ~ (H~xch/H) 112rc. From 
the point of view of the applicability of Landau's theory, 
the "orientation" transitions are intermediate between 
the transitions in superconductors ( ~ ~ 10-16) and the 
ferroelectric phase transitions ( ~ ~ 10-3). 

APPENDIX 

We reduce the thermodynamic potential (2.5) to the 
form (2.6). 

Uniaxial anisotropy. Since WR i!:J .\M2, we can as­
sume, accurate to terms of order WR/AM2, that MR II 
II Heff• and consequently 

(Mn)' (Herrn)' 
W,=K,,--+KR(Herr) , (A.1) 

M' H~rf 

where n is a unit vector in the EA direction. Since we 
are considering a small temperature region near Tc, 
we can disregard the temperature dependence of the 
anisotropy constants. Expanding (Heff · n) 2/H~ff and 
KR(Heff) in powers of H/A.M, we obtain 

(A.2) 

where g(8) = ((3 + 2) cos2 e- 2 for H 11 n and g(8) 
= (6 = 2) sin2 e for H 1 n; {3 = (a KR/a Heff) .\ M/KR ~ 1; 
KR = KR(.\M); K "'=' KFe + KR is the effective anisotropy 
constant. After substituting (A.2) in (2. 5) we obtain 
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neff 

C!J=-MHcos8(1+ic;;:g(8))- J MRdHerr+Kf(8,cp) (A.3) 

which coincides with (2.6) apart from terms ~K}/A.M2 • 
Cubic anisotropy. At WR « A.~ the anisotropy en­

ergy is given by 

W _ K ~ (Mn1) 2 (Mn;)2 + K (H ) ~ (Herrn;)2 (II,errn;)2 (A 4) 
a -- Fe ~. il14 R !eff .~. H 4 ' • 

1<1 1<.1 eff 

n1 , nz, and nJ are unit vectors along the axes [100], 
[010], and [001], respectively. In the first approxima­
tion with respect to H /A. M, we have at H II [100] 

' li 
W.=(K,, + KR") I~ a,a, + KR"-. -g(u,, u,, u3)cos 8, (A.5) .l...J ul1 

(A.6) 

Here Ql 1 , Qlz, and Ql 3 are the direction cosines of the 
magnetization M, and 

' 
g(a,,u,,a3) =(4+ ~) ~a,u;+ a,'+ a,'. 

Just as in the uniaxial case, (A.6) coincides with (2.6) 
apart from terms of order :K>R/A. ~. 

lfH II [111], then 

+~[(a,'+ u,')u3 +(a,'+ a,') a, +(a,'+ u/)a,J}. (A.7) 
y:) 

The second term in (A. 7) does not contain cos e as a 
factor, ih contrast to the case H 11 [100]. Therefore at 
e RJ 1r/2 this term can become comparable with the term 
- MH cos e in the thermodynamic potential. This could 
lead to a change in the type of phase transition (second 
order- first order), were the minimization of the po-

3 

tential, with account taken of only the term K :0 a 1.QIJ., 
i <i 

to lead to a second-order phase transition from the col­
linear phases to the angle phase. However, at H 11 [111] 
this transition is already of first order even without 
allowance for the second term in (A. 7). The term pro­
portional to H/A.M in (A.7) thus does not lead to new 

effects and can be disregarded because of its smallness. 
In conclusion, we note that it is easy to consider in 

similar fashion also the terms describing anisotropic 
interactions between sublattices, such as anisotropic ex­
change. 
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