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Boundary conditions in Lagrangian form are derived for an arbitrary field at the boundary between 
two dispersive media. It is shown that in the general case the form of the boundary conditions de­
pends on the internal parameters of the boundary region. An invariant relation is obtained for 
normal actions (number of quanta) of the field in quasimonochromatic wave packets interacting at 
the boundary. The amplification properties of such packets are discussed for "superluminal" 
motion of the boundary. 

INTRODUCTION 

PROCESSES of wave transformation on a moving 
boundary between media having different reactive 
parameters have been investigated many times in con­
nection with problems of general character, and also 
with the possibility of conversion of the frequency and 
duration of the signals. The moving boundary can be 
produced by displacement of a medium (mirror) in a 
vacuum or in some other medium [1- 41 as well as by the 
sharp front of the field of a specified wave ("pump") 
which changes the parameters of a nonlinear medium 
relative to the signal in question(s-aJ. Many problems 
of this type were solved recently, especially for 
electromagnetic waves, but these solutions are con­
nected as a rule with some concrete model of the 
medium and do not make it possibl~ to establish some 
general laws suitable for other systems. 

In the present paper we derive some general rela­
tions characterizing the transformation of waves by a 
moving discontinuity of reactive parameters of a dis­
persive medium, using the Lagrangian form of the 
field equations. Just as in many other cases, such an 
approach permits a unified description of a rather wide 
class of systems, regardless of their concrete realiza­
tion. The boundary conditions themselves turn out to 
depend not only on medium parameters that are ex­
ternal with respect to the boundary, but also on the 
internal parameters such as the dimension and possi­
bly also the structure of the real transition region 
approximated by the discontinuity. 

By using boundary conditions in Lagrangian form, 
it is possible to obtain a universal relation for the 
energy quantities (normal actions proportional to the 
number of field quanta) in bounded wave packets inter­
acting on the moving boundary. This relation is inde­
pendent, in a rather general case, of the structure of 
the boundary layer and plays approximately the same 
role in the processes under consideration as the well 
known Manley-Rowe formulas for monochromatic 
oscillations. In particular, it makes it possible to 
assess the conditions under which the field energy 
becomes amplified; an increase in the number of field 
quanta becomes possible if the velocity of the boundary 

FIG. I 

exceeds the phase velocity of at least one of the waves 1l. 

1. BOUNDARY CONDITIONS 

Let us consider an arbitrary field described by the 
Lagrangian2l 

f:e=f:e(q, tj, q.,,. p), (1) 

where q = q 1 ••• qN is the set of generalized coordi­
nates, q = aqjat; ~s = aqjaxs; xs = x, y, z are the 
spatial coordinates, and p(xi, t) is the set of parame­
ters of the medium. The corresponding field equations 
form a system of order 2N: 

_!_ a::e + ~ az _ a;;e = 0 (2) 
at aq, ax,· aq,,. aq, · 

Let the parameters p vary quite sharply in the 
vicinity A~ of a certain moving surface s(xs, t) = 0 
(Fig. 1). We integrate (2) in the space (r, t) with re­
spect to the normal to this surface. We choose the co­
ordinate system such that the local velocity of the 
boundary V is directed along x 1 = x. It is then clear 
that in the A~ scale we need take into consideration 
only the dependence of all the quantities on the variable 

293 

1>such a motion will be called for brevity superluminal, although 
the field under consideration need not necessarily be electromagnetic. 

2>nus notation is quite general (see [9]); even iff£ contains deriva­
tives of order higher than the first of certain q, it is always possible to 
arrive at an equivalent variational problem with a Lagrangian of the type 
(I) by making the change of variables customarily employed for vari­
ational methods. 
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~ = x - Vt, since the variation as a function of the re­
maining variables is much slower; consequently, in the 
vicinity of the boundary we have a;at ~ -vaja~, ajax 
~ aja~. Integrating (2) with respect to ~ in the small 
vicinity ~~ - 0, we obtain 

iJ!e- V a;;e = const. (3) 
i)q,, iJq, 

We recognize further that in the vicinity of the 
boundary, the left-hand side of (3) depends on q and 
on aqja~. Solving (3) with respect to aqja~, we obtain 

iJq./ a;= f(q, r, t), (4) 

where f stands for bounded functions. Integration of 
(4) with respect to ~ yields qi = const over a small 
integration region. From this and from (3) there fol­
low 2N boundary conditions: 

{ a::e - v a::e} = o (5) 
iJq,. iJq, , 

{q,} = 0, (6) 

where the curly brackets denote the difference between 
the corresponding values on the two sides of the sur­
face s = 0 and in its immediate vicinity. Sometimes it 
is more convenient to use in place of (6) the equivalent 
condition obtained by differentiating (6) with respect to 
t along the trajectory of the boundary: 

{~+v~}=o. at i)x 
(6') 

These boundary conditions are also valid for non­
linear media, provided only Eqs. (3) are satisfied over 
the entire transition region replaced by the "discon­
tinuity." 

Let us also estimate the work performed by the 
boundary on the field. The expressions for the energy 
density W and for the energy flux S of the field, as is 
well known, are given by[ 9J 

i):£ 
W=q,--!e, 

Dq, 

From (1), (2), and (7) we obtain the energy-trans­
port equation in the usual manner; integration of the 
latter in the vicinity of the boundary ~t = v~~ yields 

Sa::eap 
V {W}- {Sx} =- V --dt. 

'" Dp Dt 

(7) 

(8) 

Consequently, the work performed by the boundary 
on the field is connected, as it should be, only with the 
time variation of the parameters, i.e., in this case 
with the motion of the boundary. Positive work corre­
sponds to changes of p such that ::e decreases with 
time (for fixed q, q, and ~). 

2. ROLE OF INTERNAL PARAMETERS OF THE 
BOUNDARY 

The foregoing elementary derivation of the boundary 
conditions admits of important exceptions, which make 
it necessary to examine more thoroughly the physical 
properties of the transition layer approximated by the 
discontinuity. 

Let one or several of the generalized coordinates 
(q = qm) be contained in the Lagrangian (1) without 
their derivatives. Then the corresponding equation of 
motion (2) takes the form 

iJ:£ /iJqm = 0, (9) 
i.e., the total order of the system is reduced. It is 
clear that the boundary conditions (5) and (6) are not 
satisfied with respect to qm, and instead the values of 
the coordinate qm on each side of the boundary are 
determined from relation (9), which is algebraic with 
respect to qm, i.e., it has a local character. The co­
ordinate qm then experiences in the general case a 
discontinuity on the boundary. The situation here is, in 
a certain sense, the same as in classical mechanics, 
namely, the variable on which the kinetic energy of the 
system does not depend can be replaced by a discon­
tinuity. 

It is easily seen now that the solution of the problem 
of the variation of the field on the boundary actually 
depends on the real spatial (~x) and temporal 
(~t = ~x/V) dimensions of the boundary region. Indeed, 
the "discontinuity hypothesis" itself requires only that 
~x and ~t be small compared with the characteristic 
length (.:\)and with the period ( r) of the waves outside 
the discontinuity (external condition). However, if 
a.Pjaq >" 0, the field equations (2) contain also proper 
scales with dimensions of the coordinate ( x0 ) and of 
the time ( t 0 ), determined by the relations between the 
different terms of these equations; these scales can 
themselves be small compared with .:\ and T. Then if 
~x and ~t are nevertheless smaller than x0 and t 0 

(abrupt boundary), then the first two terms in (2) are 
large compared with the third, and formulas (3)-(6) 
are valid. If, however, an inequality of the type x0 , t 0 

<< ~x, ~t << .:\, r, is satisfied for some x0 , and t 0 , then 
this means that the field on the boundary changes 
smoothly enough to permit neglect of all the differen­
tial operators compared with o£'/ilq in the correspond­
ing equation of the system (2). In this case, some of 
the boundary conditions are replaced by Eq. (9 ). Thus, 
an important role is played not only by the external 
conditions but also by the internal conditions that are 
connected with the variation of the field inside the 
boundary region. 

Let us illustrate the foregoing using as an example 
an electromagnetic field. The usual conditions for the 
intensities (E, H) and the inductions (D, B) of the 
electric and magnetic fields on the boundary reduce 
(in the absence of free surface currents and charges) 
to continuity of the normal components of D and B 
and of the tangential components of the vectors 
E + V x B/c and H- V x D/c, where c is the velocity 
of light in vacuum[loJ. For them to be valid it suffices 
that the thickness of the boundary layer be small com­
pared with the length and with the period of the wave. 
If the dimensions of the boundary region are small also 
with respect to all the vibrational and relaxational 
processes in the medium, then a still stronger state­
ment can be made: regardless of the concrete form of 
the material equations, all four of the vectors E, H, B, 
and D are continuous on such a boundary. This could 
be demonstrated by using a Lagrangian that contains 
variable fields (potentials) and also generalized coordi­
nates characterizing the polarization of the molecules 
of the medium. Here, however, simpler considerations 
will suffice. Indeed, as is well known[loJ, a loss of con­
tinuity of the field in any real medium propagates with 
a velocity c, since the polarization does not have time 
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to change (this circumstance is connected with the 
hyperbolic character of the equations of electrodynam­
ics). Therefore the field should remain strictly con­
tinuous on any boundary that moves with a velocity dif­
ferent from c. This almost obvious statement has ap­
parently never been taken into account directly, al­
though its validity can be verified for all the problems 
considered in the literature in which concrete models 
of dispersive media are considered (see, for exam­
ple, [2• 31 • We note that the use of the field continuity 
conditions makes it possible in many cases to simplify 
the solution of the problem considerably. 

In addition, in the literature there are frequently 
considered problems involving the motion of the bound­
ary in a nondispersive medium, when the material 
equations relating the vectors E, D, H, and B have a 

, local character corresponding to (9). It then follows 
from the general boundary conditions that the field, 
generally speaking, experiences a discontinuity in the 
vicinity of the boundaryr 5• 71 • It is clear from the state­
ments made above that such problems are meaningful 
if the real thickness of the boundary is sufficiently 
large to permit neglect of dispersion over the entire 
transition region, i.e., so that the polarization can 
follow the variation of the field. 

These singularities in the variation of the electro­
magnetic field are obviously in full agreement with the 
general considerations given above. 

Another case in which the term with apjaq enters 
in the boundary conditions pertains to a 5-type layer, 
the "density" of which increases with decreasing thick­
ness. Integration of (3) with respect to ~ yields in 
place of (5) the equation 

{~-v a~}=Iimf 02 d£=p". 
aq"' aq, .. ~. aq, 

(10) 

Here Poi is assumed to be finite; then the conditions 
(6) remain in force. For a linear medium, when the 
Lagrangian has the form (11) (we put for simplicity 
b = c = 0), we obviously have 

p,. = q,lim f d,.(£)d£ 
.i~...,.o 

and Poi "7 0 if dik ~ 1/ a~; then the "thickness" of the 
layer can be characterized by finite parameters 
Pik =lim J dikd~, which do not depend on q. 

A~-0 
Notice should also be taken of the following possible 

inapplicability of conditions (6). In the derivation of 
(6) it was assumed that all f in (4) are finite or are at 
least definite-integrable as A~ - 0. This assumption, 
however, may also not be satisfied. Thus, substituting 
in (3) the Lagrangian (11) of a field in a linear medium 
and retaining only the derivatives aqja~, we find that 
all the f are proportional to o-t, where 

D = Det \la,,11 + V'a,." + V(au." +a,.") \1. 

Consequently, Eq. (6) may not hold if D = 0 at some 
value p = p1 from the region A~ (with (5) remaining in 
force). The result now, generally speaking, depends on 
the value of P1> i.e., again on the internal parameters 
of the "discontinuity." It is easily seen that at D = 0 
the boundary is a characteristic surface of the system 
(2) at p = P1> and V is the corresponding characteris­
tic velocity in the x direction (to this end the system 

(2) should be of the hyperbolic or mixed type). This is 
precisely the cause of the mathematical singularity of 
such problems; from the physical point of view this 
singularity is obviou.sly connected with the synchronism 
between the motion of the boundary and the perturba­
tions produced by it. Such cases have already been con­
sidered for electromagnetic waves in a nondispersive 
dielectric [71. These include all the problems involving 
the interaction of small perturbations with shock waves 
in the "discontinuity" approximationf11• 5 \ as is well 
known, to solve such problems it is necessary to take 
into account the perturbations of the shock-front 
velocity. They will be excluded from the analysis that 
follows. 

3. ENERGY RELATIONS FOR WAVE PACKETS 

We proceed to consider harmonic and quasiharmonic 
waves in linear media without dissipation. In the 
general case the field Lagrangian of such a medium is 
written in quadratic form: 

aq, aq, , aq. , aq, 
P =a,."'--+ b,. q,-.- + c,. -. - q, + d,,q,q,, 

{)x, i)x, ax, ax, (11) 
i, k = 1, ... , N; s, l = 1, 2, 3, 4, 

where, to simplify the notation, we put x1, 2,3 = x, y, z 
and x4 = e>; summation over repeated indices is im­
plied. The parameters a and c which change jumpwise 
on the moving boundary, satisfy the symmetry condi­
tions 

(12) 

In each of the regions on either side of the boundary, 
the field can be represented by a superposition of plane 
normal waves: 

q; = ~A'ej(wvt-kv•l +C.C,= ~A;ve ixvn +C.C., (13) 
v v 

where, obviously, K = (k, -w) and R = (r, t); all the K" 

are assumed to be real. Substituting (13) in the equa­
tion of motion (2), we obtain 

(14) 

From this, in particular, follows the dispersion equa­
tion 

(15) 

(Relations (12) ensure hermiticity of the matrix (15)), 
We assume for concreteness that one of the mono­

chromatic waves on one side of the boundary (region I) 
is given and is incident on the boundary (which we de­
note by the index 0); the remaining waves are second­
ary and move away from the boundary in regions I and 
II. It then follows from the boundary conditions (5) and 
(6) for the instantaneous values of q, in particular, 
that the phases of all the waves on the boundary are 
equal (apart from arbitrary additive constants), lead­
ing to certin frequency relations that are valid for any 
pair of waves 

~= (1-Vvph/Vph2 )o ((k -k)V]=O (16) 
Wo (1-Vvph/Vph 2 )v 1 v 0 

' 

3lThere is no need to change over here to the relativistic variable 
jet, since we do not use the relativistic invariance of the Lagrangian any­
where. 
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where Vph = wk/k2 are the phase velocities of the 
waves. These relations, together with (15), define 
implicitly (in the presence of dispersion) the frequen­
cies and the wave numbers of all the waves. 

Now let the interacting waves have the form of 
quasimonochromatic homogeneous wave packets with 
narrow frequency (Aw) and angle (Ak) spectra. We 
neglect the dispersion distortions of the packets 
during the interaction time, and then each of the 
packets propagates as a unit with group velocity 
u(w, k) = awjak and duration T ~ (Awt1 (Tis defined 
in the direction of the group velocity). By varying (16) 
with respect to w, we obtain 

T. i\w, (1- Vu/u'). 

T, d{J)v (1- Vu/u')o 
(17) 

It is clear that in a dispersive medium the durations 
of the pulses are transformed in a manner different 
from the periods of the carrier frequency, in view of 
the difference between the group and phase velocities. 
The volumes .r of the packets are transformed in pro­
portion to their dimensions lx in a direction normal 
to the boundary, namely 

~=lu,:-v,. (18) 
r, u,- v 

We shall furthermore assume that the medium is 
transparent with respect to all the waves under con­
sideration, i.e., all the w11 and k 11 are real. For the 
energy densities and for the energy flux of each of the 
monochromatic waves entering in the sum (13) we have 
from (8) 

W•- a,."x."K,• Re (Ai'A>) - c,.'x, lm (A;" A;), (19) 
s,v - ailt."x,vxl" Re (At''A~~.v) - Co..''X, Im (Ai""'A~~.") = UsW\1, 

where the bar denotes averaging over t, and u, as 
above, is the group-velocity vector. The expression 
for W takes into account the fact that in a monochro­
matic traveling wave we have 9! = 0 (this can be 
readily shown here by multiplying (14) by Ar* and 
averaging). 

To obtain the connection between the energy quanti­
ties on the boundary, let us multiply pairwise the equa­
tions in (6) and (6') corresponding to the same qi after 
first substituting (13) in them, average, and sum over i: 

{I: (K, + VK.)•'[K,•(a"'"- Va,.")Re(A,•'·A,•) 
v,vl 

-(c,.'- Vc,,')Im(A,•'•A;)] }= 0. 
(20) 

We assume the boundary to be plane (at least when 
measured in the scale of a wave packet), and the 
boundary velocity to be directed along x1 = x; by virtue 
of (16), all the factors ( K4 + VKd 11 ' are the same here. 

Using (14), we can show (see the Appendix) that all 
the terms with 11 ~ 11' in the sum (20) vanish. Then, 
multiplying and dividing each term of (20) by Kt and 
using (19), we obtain 

E{ s.·- vwv}-
---~. -0. 

w• (21) . 
To determine the meaning of this equation, let us 

consider a homogeneous wave packet with finite volume 
r 0 incident on the boundary41 • Since S~ = u~W11 , we 
get from (21) and (18) 

4>we can also consider plane waves of infinite dimension, and then 
E will henceforth denote the energy of the section of the wave with 
fixed transverse dimensions (relative to the x axis). 

(22) 

Here E11 = J W11dr 11 is the total energy of the wave 
rll 

and n is the number of secondary waves. 
The sign in (22) coincides with the sign of the dif­

ference u~ - v. We designate the half-spaces separated 
by the boundary as regions I and II, with the x axis 
directed towards region II. It is clear that if the inci­
dent wave packet approaches the boundary from region 
I, then we have for it u~ - V > 0, whereas in region II 
we have u~- V < 0. To the contrary, we should have 
u~ - V < 0 for all the secondary waves in region I 
(reflected), and u~ - V > 0 for the waves in region II 
(transmitted); only then can these waves move away 
from the discontinuity (the radiation condition). Conse­
quently, (22) can be rewritten in the form 

E,= tE·, 
Wo OOv 

'*' 

where the index 0 pertains to the incident wave and 
the remaining 11 ~ 0 to the secondary waves. 

(22') 

It must be borne in mind, however, that the sign of 
w 11 can be different for different waves. Indeed, ac­
cording to (16), the sign of the terms in (22) coincides 
with the sign of the quantity y = ( I Vph I - I VI cos e), 
where e is the angle between Vph and the normal to 
the boundary. We then obtain ultimately 

(sign y,)l, = I: (sign y.)I., (23) 
..... 

where I11 = I E11 / w 11 I is, the normal action for the 11-th 
wave, and is proportional to the number of field quanta 
(quasiparticles) in it 51• 

We note that if some of the conditions (5) and (6) 
are replaced by (9), i.e., the coordinate qm experiences 
a discontinuity, then the applicability of (23) is not 
affected, since the corresponding amplitudes Am 
simply do not enter in (18)-(23) (all amk = 0). The 
latter are true also for the c5-layer described by 
formula (10), since the function p0 oscillates in 
quadrature with aSl'jax, a.Pjat and makes no contribu­
tion to (20) when averaged. 

It is clear from (23) that if y > 0 for all the inter­
acting waves, then the transformation of the wave 
packet takes place with conservation of the total num­
ber of quanta. This is valid also in the case when all 
y (including y0 ) are negative. On the other hand, if at 
y 0 > 0 there exist secondary waves with y < 0, then 
the total number of quanta is larger in the secondary 
waves than in the incident wave. The condition y < 0 
denotes that the given wave lies within the limits of the 
Cerenkov cone relative to the velocity of the boundary. 
Consequently, the production of quanta on the boundary 
occurs in those cases when some of the interacting 
waves lie in the region of the normal Doppler effect, 
and others in the region of the anomalous effect. This 
conclusion does not depend on whether the medium 

5> Relations of the type (23) were already cited for the particular 
case of electromagnetic waves in an immobile medium without disper­
sion, where the moving discontinuity of the parameters was produced 
by the front of an external "pump" field [8 ). 
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moves or a parameter wave propagates in an immobile 
medium 6>. 

4. AMPLIFICATION OF WAVES UPON INTERACTION 
WITH A MOVING LAYER 

In conclusion, let us briefly discuss the following 
example, which illustrates the features of the amplifi­
cation of continuous signals and short wave packets. 
We consider a rectangular layer made up of two dis­
continuities and moving with velocity V in the direc­
tion opposite to the incident wave I~ = line (Fig. 2). 
Applying (23) in succession to the two boundaries, we 
can easily verify that this relation connects the waves 
on the two sides of the layer. Assume that in each of 
the regions outside and inside the layer there exist two 
normal waves (+and -) propagating in opposite direc­
tions. We note that the frequency and duration of the 
wave I; transmitted through the layer are always the 
same as for the incident wave. In the case of "sub­
luminal" motion of the boundary (relative to the group 
and phase velocities) there are produced one reflected 
wave (11) and one transmitted one ( ~ ), with line 
= li +I; (several problems of this type were considered 
for electromagnetic waves[ 13•141 ). On the other hand, if 
the motion of the layer is "super luminal," then there 
is no reflected wave, but instead there is excited a 
second wave 12 behind the layer (Fig. 2), and for this 
wave y < 0. Consequently, we now have line =I~- 12, 
i.e., g >line, and since their frequencies are equal, 
there is also amplification of the power of the wave 1; 
compared with the incident wave. An exception is a_ 
"resonant" layer, the length of which is such that h 
= 0 and 1; =line· 

We note that amplification is also possible for a 
thin (compared with the wavelength) moving layer cor­
responding to (10). Such a problem can be regarded as 
a "planar analog" of the problem of induced scattering 
of a wave by a moving particle; in the case of sublum­
inal motion, the scattering occurs with conservation of 
the number of quanta[ 12 \ but the emission of the ano­
malous Doppler waves is connected with two-quantum 
processes and the total number of field quanta in­
creases. 

If we change over from one layer to a periodic se­
quence of layers, then, subject to satisfaction of certain 
resonance conditions that ensure in-phase interference 
of there-reflected waves, cumulative parametric am­
plification of the travelin~ wave takes place (see[151 ). 

6)It is assumed, however, that in the moving medium there is no 
distributed amplification or absorption of the waves, which in principle 
can occur in the presence of the anomalous Doppler effect [ 12 ). 

Then formula (22) or (23), valid for each "elementary" 
layer, can be regarded as a generalization of the 
known Manley-Rowe relations[ 16l, which are valid only 
for a steady-state process in an immobile region of 
parameter variation[ 15' 171 . 

Worthy of special discussion is the case of passage 
through a layer of length L short in comparison with 
the L of the wave packet; then the successive interac­
tions on the boundaries of the layer occur independently. 
In the "subluminal" case the pulses are rereflected 
many times and a series of pulses emerges from the 
layer. In the "super luminal" case, as can be readily 
verified, only two pulses (a and {3), corresponding to 
the waves 1; and 12 (Fig. 2), are produced in each 
case. Relation (23) is again satisfied for the total num­
ber of quanta in the +and -waves, i.e., 

/inc = (/,a++/,~+) - (l,a- + [,~-) • 
However, even in one pulse H ll the number of quanta 
is always larger than in the incident pulse; indeed, 
from (23) we obtain line = n a - I2a - 13 ( 13 corre­
sponds to a pulse passing through the first boundary, 
see Fig. 2). If again we change over from a single 
layer to a sequence of layers, then, in view of the 
independence of the re-reflection processes, the pulse 
I~ becomes exponentially amplified without imposition 
of any resonance conditions (the phase relations are 
immaterial), provided the process is repeated many 
times. The carrier frequency and the pulse duration 
remain unchanged (so long as one can neglect the dis­
persion spreading). From the spectral point of view, 
such a nonresonant effect is connected with the reso­
nant amplification of the individual components in the 
spectrum of the pulse and with simultaneous redistri­
bution of the energy among the different spectral com­
ponents. 

The author is most grateful to A. V. Gaponov, A. A. 
Andronov, V. V. Zheleznyakov, M. I. Petelin, and V. K. 
Yulpatov for a fruitful discussion of the results. 

APPENDIX 

We shall show that all the terms with v "'" v' in (20) 
vanish. To this end we separate in (20) the sum of 
terms that differ in the permutations v ;= v' and 
i ;= k: 

[x1'(a,."- Va,.") + x1'' (a.,"- Va.,") ]Re(A;'· A;) 
(A.1) 

- (c,.'- Vc,.'- c,;' + Vc,,') Im(A;'" A,'). 

(We have left out here the factors K4 + VK1, which are 
the same for all waves.) 

Taking the symmetry relations (12) into account, 
we rewrite (A.1) in the form 

[a,." (xt'+ x,'')- Va,."(x.'+ x.'') + Xm'(a,.'m+ a,.m'+ Va;,'m- Va,.m') 

+ a,."(x.'- Vx.") + a,,''(x.''- Vx,')] Re(A;" A;) 

+ (b,.'- Vb,,'- c,.' + Vc,,') Im(A:'' A;), (A.2) 

where m = 2 and 3. From (16) it follows that the sum 
of the terms with a 14 and a 41 in (A.2) is given by 

(a,."+ a,,'') (x.'- Vx,'') Re (At• A;). (A.2a) 

We consider further Eqs. (14), which are valid for 
plane waves on each side of the boundary. We multiply 
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(14) by Ar'* and sum over i, and then subtract the 
analogous equality for the wave v' with the replace­
ment i "+!: k. As a result we obtain 

(a,~+ a,~') (x.'x1'- x,"xt)Re(A,:'• A;) 

+(b .. '- c,.') (x:- x,'') Im(A,"'A;) = 0. 
(A.3) 

We also use the identity 

Since, according to (16), the differences in the last 
expression are different from zero only at l = 1 and 
4 or s = 1 and 4, and K[ - Kf' = V( Ki" - Kl'), we can 
readily rewrite (A.3) in the form 

(x1'- x,") [(a,:'+ a,~'- Va,:'- Va,~· )x,' 

+(a,:'+ a,~'- Va,~- Va,~')x,"] Re(A;'' A;) (A.4) 

+ (x,'- x,'') (b,,'- Vb .. '- c,,' + Vc,,') Im(A,"'A;) = 0. 

From this we have at Kr ;o! Kr' 
[2a,~' (x,' + x.")- 2Va~: (x,' + x.") + 2xm'(a,:' 

1m V rn4 V ,,. + ( 41 + "} ( ' V '+ >' V ''}] +a,, _ a,,_ a .. ) a.. a,. x, - x1 x, - x, (A. 5) 

>< Re(A/'A;) +(b,.'- Vb,,'- c .. '+ Vc,,')Im(A;'•A;) = 0. 

Here again m = 2 and 3. It is clear from (16) that the 
sum of the terms with a 14 and a 41 in (A.5) is equal to 
2(aik: + aik) ( K~ - VKn (see (A.2a)). Thus, the left­
hand side of (A.5) coincides with (A.2), thus proving 
that all the terms of (A.1) vanish at v ;o! v'. 
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