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The probability for nonadiabatic transitions between linear intersecting terms are calculated for the 
case of random motion along these terms. The interaction matrix element is considered small and 
this perm its us to apply perturbation theory. Diffusive motion and the Poisson process are con
sidered in the one-dimensional case. The three-dimensional problem is solved for not too rapid 
diffusive motion. Formulas are obtained which express the probability for a nonadiabatic transition 
in terms of the parameters of the problem for the homogeneous and quasi-homogeneous (diffusion 
of unstable particles with a source) stationary random motion. 

THE so-called Landau- Zener problem[l, 2J is well 
known in collision theory. This is the problem of the 
computation of the probabilities of transitions between 
two intersecting terms U 1 and U 2 separated by the 
distance 

U,(x)- U,(x) = />.U(x) = liw(x) .=liyx, (1) 

where x is the coordinate and liy = F 2 - F 1 = AF is 
the difference between the forces at the point of inter
section. The Landau-Zener problem amounts to solv
ing the time-dependent Schrodinger equation with the 
Hamiltonian: 

H.=·'/,liw{x)cr, + liw,cr,, (2) 

where O'z and ax are Pauli matrices, and the quantity 
liw 1 = V 12 represents the interaction matrix element 
for the states 1 and 2. In the expression (2), the coordi
nate x is considered as a function of t; x = vt so that 
uniform motion along the x axis is assumed. The 
exact solution of the equation ili81ji/at = Hi/i allows us 
to determine the probability of transition from the 
state O'z = 1 to the state O'z = -1 as x varies from 
- oo to oo in accordance with the law x = vt. When the 
condition 

(3) 

is fulfilled, the problem may be solved by perturbation 
theory, the role of perturbation being played by the 
quantity liw 1ax in the expression (2). The results of[l, 2J, 

representing the transition probability per collision, 
are widely used in investigations of nonadiabatic pro
cesses in the gaseous phase[3l, In the condensed phase, 
the model of dynamical motion along a special trajec
tory should be replaced by a statistical analysis of all 
the possible forms of functional dependence x = x(t). 
Finally, the concept of collision is itself not defined in 
the condensed phase and the computation of the transi
tion probability per passage of the point of intersection 
of the terms is meaningless here. 

In the present paper we consider the behavior in 
time of the system with the Hamiltonian (2), consider
ing the function x(t) as a random function of time, the 
probability characteristics of which correspond to dif
fusive or uneven random motion along the x axis. With 
this aim in mind, we shall express the quantities of 
interest to us in the form of functionals of the arbitrary 
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function x(t), and then average these functionals over 
all possible realizations of x(t). This program is 
feasible only for not too large values of w1 , when per
turbation theory is applicable. A concrete condition of 
applicability of our analysis, which is similar to (3), 
will be obtained below. 

So let us consider the equation 

.a 'I' 1 < ) ) ,., = ( ~.·) • (4) !at=zw(x t cr,'iJ+w,cr.1jl, 'I' 'I' 

the solution of which we seek in the form 

'iJ, = cp,exp [ --+.s,' w(t')dt' ], 1jl 2 = cp 2 exp[ T j w(t')dt']. (5) ., 
For cp 1 and cp 2 we obtain from (4) and (5) the system 
of equations 

t 

i~, = w,cp, exp [ i J w (t')dt'], ., 
i~, = w,cp, exp [- i j w (t')dt']. 

,, 
Setting at t = 0, cp 1 = 1, cp 2 = 0 (the system is in the 
state 1 ), we find in the first approximation 

(6) 

t '• 

cp,(t) =- iw, J exp[ tJ w(t')dt' ]dt,. (7) 
0 ,, 

Hence the probability of finding the system in the state 
2 before the time t is equal to 

W(t) = w,'li exp[ i] w(t')dt'] dt, r 
0 ,, 

(8) 

Averaging over all realizations of the function 
w(x (t)), such that x(t2) = x at t = t 2 (we shall denote 
this incomplete averaging operation by angle brackets 
with the index x), we find 

-
W(t)= JP(x)(W(t)),dx, (9b) 

where P(x) is the one-dimensional distribution function 
of the random quantity x. 

The expression 
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A ( x, t., t,) = ( exp [ i 1. <o ( t') dt' ] ) " 

entering into (9) is easy to find by a method expounded 
in[4-sJ. The essence of the method is as follows. In
complete averaging for a Markov process is repre
sented by the Wiener integral 

A(x, t., t,) = J ... J dx, dx, ... dx, exp[iw(x,) (t<'J- t,) 

+ iro(x,) (t<'J- t<'l) + ... + iro(x) (t, ·- t<•l) ]P(x,) 
X P(x,, t<'Jix., t<'l) ... P(x., t,lx., t<•l), 

where t 1 < tW < t< 2J < ..... < t<PJ < t2, P(Xk, 

t<k> 1 Xk-1, ek-1)) is the conditional probability of the 
process x(t), while P(x) is the one-dimensional distri-. 
bution function of this process. It can be seen from 
this expression that A(x, t, t) = P(x). The variable t2 
enters into the right hand side via the factors 
exp(iw(x)t2) and P(x, t 2lxp, t<Pl). For a Markov 
process the conditional probability obeys the equation 

f) 
-P(x,, t,lx., t,) = LP(x,, t,la:., t,), 
at, 

where L is a linear operator that acts on the variable 
x2• Consequently, we obtain for A(x, t 1, t 2) the equa
tion 

f) 
at;"' A (x, t1,, t,) = iw (x)A (x, t., t,) +LA (x, t., t,) 

with the initial condition A(x, t, t) = P(x). For a 
homogeneous process, P(x) = const = P0 • Conse
quently, the initial condition for A may be chosen in 
the form A(x, t, t) = 1. Then the complete averaging 
of the quantity 

exp [ i J w dt' ] 

entails integration of the function P 0 A( x, t 1, t2) with 
respect to x. 

Let us, to begin with, consider the one-dimensional 
diffusive motion. The equation for the conditional prob
ability has the form 

aP I at,= Da'P 1 ax', (10) 

where D is the coefficient of diffusion, while for 
A(x, tl> t 2) we obtain 

fJA fJ'A (11) 
-= iw(x)A +D- A(x,t, t) = 1. 
~~ a~· 

For w ( x) = yx, the solution of (11) is 

A(x,t,,t,) =exp[iyx(t2 -t1) -'/,coo'(t,~t,)'], (12) 

where w~ = Dy 2 • Setting t 2 - t 1 = T, we write (12) in 
the form 

A(x, t,, t,) =A(x, t2 -t1) =A(x,1:) 
= exp [iyX"t"- '/,co/1:']. (13) 

The expression (13), as well as the equation (10), is 
valid for T = t 2 - t 1 > 0. Proceeding from the defini
tion of the quantity A, it is easy to show that 

A(-1:) =A'(-r). (14) 

Therefore, the formula 

A(x,-r) = exp[iyx,;- 1/aco,'l·ri'] (15) 

determines the quantity A( x, T) for all values of T. 

Substituting (15) into (9), we obtain after simple 
transformations 

' {W(t)).=2w,' J<t-"t")ReA(x,"t")d"t". (16) 
~ 

Since for weT>> 1 the function A(x, r) decays very 
rapidly, it follows that for sufficiently large t, such 
that 

(17) 

we may extend the integral in (16) to infinity and write 
for ( W(t))x 

~ 

{W(t)). = 2tw,'Re JA(x,1:)d1:. (18) 

As can be seen from (18) and (9b), the transition prob
ability is proportional to the time. Let us introduce the 
incompletely averaged quantity 

-
W(x) = 2w,'Re f A(x,1:)d1:. (19) 

0 

With the aid of (9b) and (19), we find for the transition 
probability per unit time 

- -W = 2w.'P,Re J dx J A(x,-r)d-r. (20) 
-~ 0 

The quantity (19) has a maximum at x = 0 equal to 
}'3 wUwc. The width of this maximum is 6.x = wc/y. 
For 1 x 1 » 6.x the value of W( x) tends to zero expo
nenti.ally. This circumstance clearly illustrates the 
fact that in our problem, as well as in[ 1• 21 , the transi
tions occur mainly in the vicinity of the point of inter
section of the terms. 

Let us at any moment of time (including the initial 
moment) be dealing with a large number N of systems 
in the state 1, all values of x for each of the systems 
being equally probable. This means that in a sample 
of dimension 2L there is maintained a constant concen
tration, c = N/2L, of particles making transitions. 
Since Po in that case is equal to (2Lt\ the transition 
probability per unit time calculated for one particle is 

L 

W, =(2L)-' JW(x)dx, 
-L 

while the total number of transitions in unit time equals 

N L 

W=ui W(x)dx. (21) 
-L 

Going over in (21) to the limit L - oo, N - oo, we ob
tain 

' s· s·· [ ro,•,•] W = 2ro,'c Re dx d1: exp iyx-r- - 3 - . 
-~ 0 

Rev•~rsing the order of integration, we finally find for 
the quantity W 

W = 2ncro.'/ y. (22) 
It may seem strange that the value of the diffusion 

coefficient D does not enter into the final result. This 
fact, however, has a clear physical meaning. As is 
well-known from[l, 2 l, the transition probability is in
versely proportional to the rate of passage through the 
point of intersection of the terms, i.e., inversely pro
portional to D. On the other hand, for a one-dimen
sional diffusive motion, the rate of "delivery" to the 
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point of intersection of the terms is directly propor
tional to D. As a result, the number of transitions per 
unit time does not depend on D at all. 

Of particular importance in applications are those 
stationary processes in which the particle distribution 
in space cannot be considered homogeneous (we shall 
henceforth call them processes with a source). Let 
particles be created at the point x0 < 0 and let these 
particles decay in all space with the time constant To, 
so that the stationary distribution of particles in space 
is given by the function c(x). If the process being 
considered is diffusion of unstable particles (with a 
lifetime To) along the half-line x > x0 with a particle 
source at the point x0 , then for the function c(x), 
normalized to unity, we have 

c(x) = cr-•exp[-(x-xo) /cr], cr'=D;;0• 

Such a process, generally speaking, is Markovian 
only when To - ""· Let us suppose, however, that the 
particles cross (on the average) the section <lx which 
is important for nonadiabatic transitions in the time 
<lT ~ .lx2/D considerably less than T0 : <lT « T0 • Then 
we may, close to the point of intersection of the terms 
x = 0, approximately replace the inhomogeneous pro
cess by a homogeneous diffusion process along the 
total length of the line, choosing the one-dimensional 
distribution density Po = const such that it coincides 
with the distribution c(x) for the inhomogeneous pro
cess near the point of intersection of the terms: 

Po=c(O)=cr-•exp{-lxollcr}. (23) 

Therefore, we obtain directly from (9b), (19) and 
(23) the transition probability per unit time for the 
indicated case: 

W' = 2mo,' exp{- lx•l }· (24) 
y)"D-r, 'ID-r, 

The condition of applicability of formula (19) and, 
hence, the formulas (22) and (24) may be obtained in 
the following fashion. It is clear that Eq. (5 ), generally 
speaking, cannot be solved with the aid of perturbation 
theory for an arbitrary function x(t). However, only the 
most probable of the trajectories make appreciable 
contributions to the final result, which is averaged over 
all the trajectories. For such trajectories, the dura
tion of stay of the system in the region <lx = we /y, 
where a transition is most likely, is, by order of mag
nitude, given by 

(25) 

Therefore, the velocity with which the overwhelming 
majority of trajectories go through the point of inter
section is, by order of magnitude, equal to 

v ~ !:J.x l11t ~ w,2 /y. 

Consequently, the condition of applicability of perturba
tion theory may, on the basis of (3), be written in the 
form 

(26) 

We have used formula (3) to obtain the condition (26) 
since (3) is a necessary and sufficient condition of ap
plicability of perturbation theory to the nonadiabatic 
problem of two intersecting terms. The necessity of 

(26) may be proved once we require that it be possible 
to indicate an interval of time t during which the 
quantity ( W(t) >x is considerably less than unity even 
at the maximum (i.e., at x = 0) while at the same time 
the condition (17) is fulfilled. In other words, two con
ditions should be fulfilled simultaneously: 

lV(x = 0) t~1, t~w,-•. (27a) 

The first of these conditions may be written as w~/ we 
« 1, or t « wc/w~. Therefore, both relations (27) 
may be satisfied if wc/w~ » 1/wc, i.e., 

(27b) 

In other words, we again arrive at the condition (26). 
Let us now consider, as a random process, the dis

crete Poisson process of jumps of magnitude a, oc
curring with mean frequency 11 in the positive direction 
of the x axis. The equation for the conditional proba
bility P( n, t I n0 , t 0 ) that a particle occupying the posi
tion x0 = n0 a at the moment t 0 be found at the point 
x = na at the moment t, has the form [?J 

iJP(n, tjn,, to) I ot = v[P(n- 1, tlno, t,) - P(n, tjn,, t,) ], n > n,, 
iJP(n, tjn,,to) I ot= -vP(no, tjn,, t,). 

Consequently, we have for the function A( n, T) 

iJA (n, -r) I &r ~ iyanA (n, -r) + v[A (n- 1, -r) -A (n, -r) ]. (28a) 

The initial condition may, as before, be written in the 
form 

A(n, 0) = 1. (28b) 

We carry out the normalization of the one-dimen
sional probability P( n) for the homogeneous Poisson 
process in the same manner as in the case of the one
dimensional diffusion process: 

P,=ca. (29a) 

For the process with a source at the point n = -no, 
the probability c(n) is given by the stationary, 
normalized (to unity) solution of the system of equations 

The required solution is 

c(n) = 1 (1 + _1 ) -n-no (29b) 
(1 +'\ITo) '\ITo • 

Note that for 11 - oo, a - 0, 11a- v = const, we obtain 
for c(n) 

1 [ (x-x0 )] c(n) = -exp - , 
VTo V'To 

so that in going over (in the limit) to a continuous 
process, we must put c(n) = c(x)a, 

c(x)=-,;_exp[- x~x']=~exp[- x-x,]. 
V'to VTo a 0 

Let us seek the solution of Eq. (28) in the form 

A(n, T) = y(T)e''"n', dy I d-r = v(e-''"' -1)y. 

Using (28b), we find 

(29c) 

A (n, T) = exp[ -n + iynaT- v(e-''"'- 1) I iya]. (30) 

We compute the transition probability W from formula 
(20), where integration with respect to x should be 
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replaced by summation over n: 

- -
W = 2w,'P, Re J d-r: EA(n, -r:) = 4nw,'P, J ll(ya,;)d,; = 2nw.'P,Iya. 

0 n--• 0 (31) 
For a stationary process, formula (31) gives 

W: = Znw,'c I y, 

while for a process with a source 

As can be seen from (29c), in the limit of small jumps, 
the last expression goes over into 

W'= Znw,' exp{-B}, a=vT,. 
ycr a 

Thus, the expressions obtained for W for the one
dimensional Poisson process coincide with the formu
las (22) and (24) which were obtained for the one
dimensional diffusion process. 

Finally, let us consider the problem of the computa
tion of the probabilities of nonadiabatic transitions for 
three-dimensional diffusive motion and potential sur
faces intersecting on a sphere of radius r 0 • In this 
case, w(r) = y(r- r 0 ) and Eq. (11) takes the form 

oA I ih = iy(r- r,)A + m1A, (32) 

where t. is the Laplace operator. The substitution 
A= A0e-iyroT reduces Eq. (32) to 

oA, I ih = iyrA, + D~A,, (33) 

whereas the expression (20) may be written in the form 

W = 2ro,'P, Re J dV JA,e-''''' d,;. (34) 
0 

The region near the surface of intersection, which is 
important for transitions, is determined by the relation 
t.w = yt.r ~ t.C1 = D/ t.r 2, where t.t is the time of 
diffusive raassage through the region t.r. Thus, t.r 
- (D/y)13 and the quantity r* = t.r 2/D = (Dy 2 t 113 

plays the role of correlation time for the function A 0 • 

As can be seen from (34), when the diffusion is slow, 
i.e., when the condition 

(35) 

is fulfilled, the quantity W is determined by the high
frequency Fourier component of the function A0 • There
fore when the condition (35) is fulfilled, it is important 
to know only the behavior of the function A0 for small 
r, which is easy to establish by the seven invariants 
method. Indeed, since A 0(r, 0) '= 1, then at small r 

A,(r, ,;) ~ 1 + iyn ~ exp[iyn]. (36) 

Substituting (36) into (34) and assuming for a stationary 
process Po = const = c, we find for the number of 
transitions per unit time 

W = 4nro,2c J r' drJ e''('-'o)' d1: = 8n'w.'cr,'ly, (37a) 
{j -OCI 

where c is the three-dimensional concentration. 
In the case of three-dimensional diffusion with a 

source located at the origin, the quantity c in (37a) 
should be replaced by c(r0 ) = (41J"(] 2 r 0 t 1 exp ( -ro/a), 
where a 2 = Dr0 , so that 

W'=2nro,'r,exp{- r, }· 
yDTo fDTo 

(37b) 

Like (24), formula (37b) has been obtained under the 
condition that 

IJ = YD'to ~ !>.r = (D / y) '1•, T. e. 'to~ (Dy') -''•. 

As an example of the application of the formulas 
obtained here let us consider the following physical 
problem which arises during the interpretation of 
experiments on the polarization of nuclear or electron 
spins. In the presence of a magnetic field, a molecule 
in a liquid dissociates into two radicals, the electron 
of one of which enters into contact interaction with one 
of the nuclei. Before the dissociation, the system of 
energy levels consists of an electronic singlet degener
ate with respect to nuclear spin (nuclear Zeeman in
teraction may be neglected) and a triplet split by the 
external magnetic field and the contact interaction, the 
singlet state lying below all the three triplet levels. 
After the dissociation, one of the triplet terms lies be
low the singlet (by an amount that is determined by the 
Zeeman interaction of the electron spins with the ex
ternal magnetic field). Therefore, in the process of 
dissociation the singlet and the triplet terms intersect 
each other. 

Let the dissociation occur from the singlet state. 
The question arises as to what will be the population 
of the lowest triplet term under quasi-stationary con
ditions. To estimate the order of magnitude of the rate 
of occupation of the state which is of interest to us, we 
may apply the model Hamiltonian (2) in which the role 
of the quantity tiw( r) is played by exchange and Zee
man interactions, while tiw 1 corresponds to the con
tact interaction; of all the eight states of the problem 
we retain only the two states between which transitions 
take place. 

Assuming that the exchange interaction depends 
exponentially on the distance r, we write for w ( r) 

Expanding this expression near the surface of intersec
tion r = r 0 in a series, we obtain 

f CO,:c: 
r 0 =-ln--

a. OOo ' 

(38} w(r)~ ro,a(r-r,)+ ... , 

so that y = WoO!. If t.r = wc/y <<a-\ i.e., Wo >> We 
= (Dw~a 2 )1/ 3, then, in the main, transitions occur in 
the linear region and we may in (38) limit ourselves to 
the first term. In typical cases w0 - 1012 sec-\ 
D ~ 10-5 cm 2 sec-\ a ~ 10 8 em-\ so that w0 - 10 12 

sec-1 >> Da 2 ~ 1011 sec-1 and the linear approximation 
of the terms near the intersection can be considered 
satisfactory. The condition (27b) can also be considered 
fulfilled since the quantity w 1, which is determined by 
the contact interaction, is, by order of magnitude, 
equal to 10 8-1010 sec-1 whereas we = (Dy 2 ) 113 - 1011 

sec··!. Assuming that the mean life time of the radicals 
after the dissociation is equal to r 0 , we find for the 
dispersion a of the distributi_~n function c(x) 

o'=DT •. 

The quantity r 0 (the distance which the radicals have 
to traverse after the dissociation to the intersection of 
the terms) can be assumed to be considerably smaller 
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a(r 0 ~lOA, a~ 10 3 A, for To~ 10-6 sec). Therefore, 
for w' we find directly from (37b) 

The found value for the rate of occupation of the 
triplet level is larger than the spin-lattice relaxation 
rate and, consequently, it is necessary to take the in
dicated effect into consideration. 

In the example given above, the intersection of the 
terms occurs at large distances between the particles, 
when their interaction energy is considerably smaller 
than kT. Therefore, for rough estimates, it is permis
sible to use, as a model for molecular motion in a 
liquid, the diffusive motion picture, as is often done 
in magnetic relaxation problems. In those cases when 
the intersection of the terms occurs at small distances 
and it is necessary to take the interaction between the 
particles into consideration, the method proposed 
above for the computation of the nonadiabatic transi
tion probabilities may prove effective under the same 
conditions of validity of the notion of "mean trajec
tory" (see, for example,r8 l), i.e., when the difference 
between the energy terms fl. U is considerably smaller 
than the interaction energies U 1 and U 2· In that case, 

Eq. (10) should be replaced by the equation of diffusion 
in the external field defined by the potential U( x) 

%(U1+U2). 
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