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A phenomenological theory of superconductivity is developed. It is shown that single-particle excita­
tions in superconductors are quasiparticles with dispersion law (3.3); the quasiparticles move along 
the phase trajectories shown in Fig. 2 (the notation is given in (4.1)). The motion of the quasiparti­
cles is quantized. This results in a very complex energy spectrum (see Figs. 3-5 and formulas 
(7.3)-(7.5) and (5.3)-{5.6)), which is characterized by discrete branches that are detached­
periodically from the continuous spectrum. Case (5.4) is quasiclassical and the quantization condi­
tions are of the Bohr type (5.1 ); they correspond qualitatively to equidistant changes of the momen­
tum in a classical orbit. The quasiclassical superconductivity equation is derived (formulas (3.6), 
(3.6a), (3.4), and (3.3)). It is valid in the London case in strong enough magnetic fields when the 
temperature is not very near the critical one. The periodic nature of the variation of the spectrum 
results in quantum oscillations of the thermodynamic and kinetic quantities with a relative amplitude 
(6.2) (analogs of the de Haas-van Alphen effect, the Shubnikov-de Haas effect, etc). Discreteness of 
the levels results in resonances (electromagnetic and ultrasound) with a relative amplitude of reso­
nance variation Z'( H) (Z is the impedance and H the external stationary magnetic field) of the 
order of (6.6); the discreteness is also the cause of undamped waves and of natural oscillations in 
the superconductors. 

1. NATURE OF RESONANT AND OSCILLATORY 
EFFECTSINSUPERCONDUCTORS 

IN normal metals there are a number of well known 
resonant phenomena (of electromagnetic and ultrasonic 
origin) and oscillatory phenomena (the de Haas-van 
Alphen or the Shubnikov-de Haas effect). In those 
cases when the resonance is due to electrons with 
small momentum spread Op, the resonance is con­
nected with a .weakly-damped wave (at a distance on the 
order of h/Op) corresponding to excitation of the 
natural oscillations of the electron plasma of the metal. 
A common feature of all the foregoing effects is that 
they are due to periodic motion of the carriers in the 
constant magnetic field. 

In superconductors, the magnetic field attenuates at 
a depth lie « r ( r-characteristic Larmor radius; 
r ~ lie is reached at H ~ 105 Oe 1), and therefore has 
practically no influence on the motion of most elec­
trons. In quantum mechanics this means[lJ a shallow 
potential well with a single discrete level[2J (surface 
levels in superconductors were first considered by 
Pincus [sJ; see alsor4 • 5l). 

For excitations with Py ~ PF-./ Oe / r (see Fig. 1, 
p-momentum PF = mvF-Fermi momentum), the mag­
netic field is quasi-homogeneous, the motion of the 
charges is localized in a layer of order Oe and be­
comes analogous to motion in a plate of thickness lie, 
leading to quantization of the projection of the momen­
tum py: Py ~ hn/Oe (n is an integer) and to an associ­
ated quantization of the energy. The energy in not too 
weak a magnetic field H 11 z differs (see Sec. 3) from 
the energy at H = 0 by a term - eAv/ c ~ -eHOeVF I c 
\~ ii x \.s the vector potential), so that qualitatively we 
have 
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(tJ. is the chemical potential). 

p,l+pl 
I!.L= !!-

2m (1.1) 

Discrete levels correspond to bound surface states 
and should ensure the absence of excitations at infinity. 
Since there is no magnetic field H there, this means 
that H = 0 such excitations are forbidden, i.e., when 
iJ.l > 0 their energy is lower than the gap tl., and (see 
(1.1)) when H <ell. (eHOevFt1 we get 
nmax - (HI H1) '1•, H1 - clla260 I e{).', a - hI PF, 6o - livF I 1\. 

(1.2) 
When H >> H1 we have nmax >> 1, i.e., the quasi­
classical case. Since H1 ~ 10-1-10-6 Oe, this means 
that the motion of the electrons corresponding to the 
discrete levels and ensuring the possibility of resonant 
and oscillatory effects can be regarded classically in 
the fundamental approximation (in n-1). 

The avoidance of different concrete models and the 
introduction of a physically lucid representation of the 
carriers as quasiparticles with an arbitrary dispersion 
law (apart from symmetry) in the case of normal 
metals have led to appreciable success both in the 
theory and in experiment. It is therefore natural to 
introduce such representations also in the case of 
superconductors, starting not from the microscopic 
theory (which in the simplest cases leads to the same 
results by a more complicated path) but semiphenom-

~¥=----~: _ _}s, 
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enologically, all the more since such a scheme admits 
of different generalizations (to biexcitons, supercond­
ductors with impurities, etc.). 

2. PHENOMENOLOGICAL THEORY (H = O) 

In normal metals, as is well known, elementary ex­
citations with quasimomentum p are either electrons 
(e) with energy f = f(p)- J-1. = !;(p) = ~p if f(p) > J-L, 

or holes (h) with energy E = J-L - E ( p) = - ~p if d p) < J-1.· 
This can be written in the form of one equation 

( ~. 0) 
0 -£. ¢ = e¢, e > 0. (2.1) 

We now turn on a weak self-consistent interaction 
between an electron with charge e and a hole with 
charge 1> - e. Taking hermiticity into account, we ob-
tain 

( s. -~ ) ~ , ¢ == d€o¢ = e¢, e > 0. 
-A ~~, 

(2.2) 

Inasmuch as the interaction is significant only at 
f :S I A I ~ 9D (I A I is small!), we can set the parame­
ter A equal to a constant if f < e D and to zero if 
E > en (en is the characteristic interval of variation 
of A (f)). The condition f > 0 always holds- it corre­
sponds to the obvious fact that the excitation energy is 
positive. We shall consider a representation in which 
A is real. Then it follows from (2 2) that 

e=eo(P)=l'S.'+L\2• (2.3) 

The eigenfunctions of (2.3), normalized to unity (1/! 2 = 1), 
are 2> 

¢, =(u, v) 2 _ 1 +sa 
u ---2-, 

1-sa 
v2=--2-, 

sa = sl' e2 - L\2 / e = £. I e. 

a>O, s=±1, (2.4) 

Thus, excitations in superconductors can be of the 
"electronic" type (with wave function if!+, containing 
(1 + a)/2 electrons and (1- a)/2 holes; we shall 
henceforth call them "plusons" P), or else of the 
"hole" type (with wave function if!-, containing 
(1- a)/2 electrons and (1 + a)/2 holes-"minusons" 
M). 

Since the number of plusons and minusons is not 
conserved, their chemical potential is equal to zero, 
and the distribution functions (obviously, of the Fermi 
type) coincide and equal [ ef/T + 1r1• This means that 
the "distribution function" for particles remaining in 
the bound state ("condensate") is 

nc(e) = 1-2[e•IT + 1]-1 = th (e /2T). (2.5) 

OSuch an interaction usuaily takes place between an electron and a 
hole having opposite spins. Since the spin direction does not enter ex­
plicitly in the equation, there is no need for noting it specially. A hole 
with a charge-e and momentum pis another name for the "ordinary" 
hole with chargee and momentum Ph= -p, since in a field with avec­
tor potential A we have Eh = -Hp-(-e)A/c) = -Hph + eA/c). It is more 
convenient for us to speak of a hole (-e, p). It is clear that (2.2) corre­
sponds to expansion of the dispersion equation in terms of the weak 
inteiaction. 

2lThe symbols u and v were not chosen by accident: the plusons 
and minusons reaiize in superconductors a Bogolyubov transformation 
(which diagonalizes the Hamiltonian). 

For a complete description, it remains to find the 
number of states dpc of the particles in the conden­
sate. It is convenient to carry out the calculation with 
the number of particles conserved, formally regarding 
the pair C as consisting of half an electron and half a 
hole ( Y2e, Y2h). The reaction wherein a pluson P and 
a minuson M are formally transformed into a pair C 
results essentially in the fact that the electron, previ­
ously unevenly distributed among the two particles 
(P and M) now belongs to two particles as before, but 
in equal fractions : P + M :: 2C. Since the number of 
states is conserved, we equate the phase volumes oc­
cupied by the electrons on the left and on the right: 

1+a1-a 22 2 
--2---2-== u v =:x. 

(the "effective-mass law" for the concentrations u 2 , 

v2 , and x of the electrons in P, M, and C). Hence 

dpc=:X. 2: 3p =2uv ~~ = 2:~ ~- (2.6) 

We now use the self-consistent character of the in­
teraction. (In essence, this is the only manifestation 
of the peculiar character of superconductivity, and not 
of exciton or polaron excitations.) We shall assume 
that the gap is determined by the pair density Nc. In 
the case of a weak interaction, the pair density is low 
and, expanding A in terms of Nc, namely A = ANc 
(since A = 0 when Nc = 0), and using (2.5) and (2.6), 
we get 

(2.7) 

Arsh(eD/A) 

S ~ chz 1 
th--dz~--

0 2T lcv(~t) (2.8) 

(since en ~ J-L ), where v( J-1.) is the density of states of 
the "normal" electrons. 

3. PHENOMENOLOGICAL THEORY IN A MAGNETIC 
FIELD 

The action of the magnetic field, as is well known, 
reduces to a suitable transformation of the momentum. 
Since the electron and hole have respective charges e 
and -e (see Sec. 2), the "electronic" ~p must be re­
placed by !;(p-eA/c), and the "hole"-~p by-
;( p + eA/ c), where p is the generalized momentum. 
As a result, (2.2) takes the form 

( ~(p-eA/c) -~ ) ¢==.ie¢=eljl, e>O. (3.1) 
-~ -£(p+eA/c) 

Since we are interested in I Px I ~ PF and certainly 
H :$He, we can linearize (3.1) (since eHoe ~ CPF 
corresponds to oe << r, which is satisfied when 
H ~ 10 5-106 Oe): 

( ~(p) -~ ) ~P=(e+_ll_Av)w, v=&s, e>O. (3.2) 
- ~ - s(Pl c &p 

From a comparison of (3.2) with (2.2) (see also 
(2.4)) it follows that 

e = ,-7( (p) = cre,(p)- eAv I c, e,(p) = l's.' + .'.', e > 0, a= ±1, 

(3.3) 

1Jl=(u,v)=CY'f,(1+crs.leo),f1/,(1-cr£,/eo)). (3.4) 



RESONANCE AND OSCILLATORY EFFECTS IN SUPERCONDUCTORS 161 

Both signs of £0(p) are taken because it is possible to 
have £iJ1 > 0 when eA • v < - £0 ( p). 

Let us ascertain when an excitation in a magnetic 
field is a plusonor a minuson. From (3.3) we obtain 
~ p = s [ ( £ + eAv I c )2 - ~ 2 yt 2, where s = :1: 1. According 
to (3.4) this means that sa = 1 corresponds to a pluson 
and sa = -1 to a minuson. It is important that, inas­
much as ~p is not conserved in a magnetic field, it 
can reverse sign. This means that the ratio of elec­
trons to holes in the excitation changes during the 
motion, and a pluson-minuson transition takes place 
at the point ~p = 0, where the composition of the exci­
tation is 0'2e, ?'2h. 

It is seen from (3.3) that the excitation energy in a 
magnetic field depends not on the combination p -eA/c, 
as in a normal metal, but directly on A (and, of 
course, on p). This means that A acquires a direct 
physical meaning. Consequently, its choice should be 
unique, determined by additional physical conditions. 
In order to find them, let us consider for simplicity the 
case of a superconducting half-space y ~ 0 in a mag­
netic field H 11 z. In this case any quantity having a 
physical meaning does not depend on x and z, and if 
the only preferred directions are those of the axes, 
this quantity is directed along one of them. At y - oo, 
where the magnetic field vanishes, we should have 
A( oo) = 0. These conditions, as expected determine A 
uniquely (of course, in conjunction with the equation 
curl A = B, which follows from div B = 0, B 11 z) 

"" 
A=A~(Y)= J B(y')dy'. 

11 

In the general case it is necessary to have31 div A = 0 
and A( oo) = 0. (In any conductor with a high charge 
density, the magnetic field at a given point is auto­
matically self-averaged over the entire set of charge 
trajectories passing through the point, and therefore 
the equation contains the magnetic induction B 
(see[ 6' 21)). 

We use the theory developed above to calculate the 
pair current density j. Inasmuch as the flow of charge 
plusons and minusons coincide with that in electrons 
and holes, it suffices to double the charge flux density 
in plusons and to consider that each pluson with 
1/J = (u, v) carries I u 12 electrons with velocity 
v = aHp- eA/c)/ap, and the distribution function of 
the bound excitations is tanh(£/2T) (see (2.5)). We 
obtain 

(3.5) 

(the spin factor of 2 is taken into account in the density 
of states). It is convenient to rewrite formula (3.5), 

3lThe need for writing down definite conditons for A is connected 
with the choice of a real b. in (2.2). Writing down the equation for 1/J in 
the absence of a magnetic field in the form (2. 2) would ensure gauge 
invariance of A (of course, following a suitable transformation of 1/J 

and b.); then 

Z)..('d*th..!... l;.*=liJ ~ puv 2T • 
<0<en 

We note that in any case when e~Elo, we have b.p* = JXpp•dp~:lnc(e') 
= 2h-3 JXpp'Up·*Vp·th(ep·/2T)dp'. A convenient model is App' = 
ApAp·· 

using the invariance of (3.1) against the substitutions 
p- - p and A - - A, in the form 

j= !~ .IJg(p+~A,A)-g(p-; A,-A)}vdp, (3.6) 

e 
g(p,A)=Iul 2 th2T. 

To simplify the obvious derivations, we consider 
weak fields, when a = +1 in formulas (3.3) and (3.4). 
Recognizing that u depends on p, we find in the ap­
proximation linear in A 

h:c j = 2 Jvdp (A_!_ )j{g(p)-1}- ___!__ Jvdp(vA) lul 2 ch-2 eo(p) . 
2e lip T 2T (3.7) 

The obtained formula can be easily transformed to the 
London form. 

We note in conclusion one more circumstance. At a 
fixed chemical potential 1.J., the magnetic field, by 
changing the density of states, leads to a change in the 
charge density p'. This means that the electroneutral­
ity of metals leads to a change of the chemical potential 
in a homogeneous magnetic field. In a superconductor, 
where the magnetic field is strongly inhomogeneous, 
the occurrence of an inhomogeneous density is hindered 
by the resultant electrostatic field E with potential 
ecp(r) (see[ 6J, Sec. 2): 

flp' oo II [ J lul 2 th-8-dp] =0. 
2T J4->J>-e'P(r) 

Hence eEOe ~ ~ 2/u. 
The condition for the validity of the quasiclassical 

analysis is Oe >> h/Op (where Op is the change of the 
momentum Py on moving along the classical trajectory 
(3.3): Op = Py(A)- Py(O)); the opposite inequality en­
sures validity of perturbation theory-see also Sec. 5. 
The condition Oe >> h/Op at T = 0 for j corresponds 
to H » H3, H3 ~ cli~o/eO~ « Hc 1 in the London case 
and H3 ~ eli/ e~oOe « He in the Pippard case (for 
glancing electrons with K ~ KF(Oe/~ 0)2 , where ~ 0 is 
the pair dimension), and is satisfied already in weak 
fields. In weaker fields, the quasiclassical analysis is 
valid for definite p, and also for discrete levels at 
H » H1 (Sec. 5) and the phenomena associated with it 
(Sec. 6). 

4. CLASSICAL MOTION IN A MAGNETIC FIELD 

Equation (3.3) determines directly the form of the 
phase trajectories of the plusons and minusons in a 
magnetic field in the classical case. For simplicity we 
consider the one-dimensional case41 A= Ax(y) (p) 
= p2/ 2m - I.J. • Changing over in (3 .3) to dimensionless 
variables: 

hiT h2 J.l (~'~•)2 
y = lies, p11 = 6;:, J.IJ. = xe, e = 2m6•2 , xF =-;- ~ -;;- , 

8~0)= Zi!, fl. 6.2 hvF h p""' ~ _ z = e~l\ev~ , a=~~ a~, 6o~y. a~p;-, ec 

0.8 PFC 
PF ~ a2r, r ~ eBo , A(y)=Bolle6(6), Bo=B(O), (4.1) 

.., 
6(0)=1, fJe=Bo- 1 JB(y')dy' 

0 

(a plays the role of the constant of the material, since 

4lWe note that the point ~p = 0 of the pluson-minuson tr~nsition_ 
is in this case a turning point not only in phase space but also m cood!­
nate space: according to (3.3) we have y = Vy = aeJ:>/ilPy = u~pPy/ 
me0 (P). 
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it depends little on the temperature: on approaching 
the critical point, when the London case sets in, 
a~ o~Ll- const), we obtain 

Ia 
I 
I 
I ABS 
I 
I 
I 

0 

II(£) = ± (x + s{[~tl(£) + z(1- tl(s)) ]2- a2} 'I•) '". s- z = p, s = ±1. 
(4.2) 

The form of the function n = TI(!;) for given a and 
different values of z, K, and 1: is shown in Fig. 2. In 
each range of the parameters z and 1:, the upper curve 
corresponds to K > 0 and the lower to K < 0; near each 
branch of the curve is shown the sign of the S that de­
termines it (so that the presence of two signs on the 
curve denotes the existence of both plusons and 
minusons in the given region, while only one sign de­
notes the presence of excitations of only one type; the 
signs are placed only in the upper quadrant, since the 
curve is symmetrical in the lower quadrant-see (4.2)). 
The absence of classical trajectories at given values of 
the parameters 5> is marked by the symbol ABS. 

The turning points are determined by the formulas 

z=t=a z=t=x - ---
S(f;±)=--, tl(s±')=--, x=l'x2 +a2 

z-1; z-~ 

(4.3) 

(so that the excitation can penetrate into the supercon­
ductor to an arbitrary depth and return to the surface, 
in spite of the exponential attenuation of the field; the 
direction traversed in the x direction is then exponen­
tially larger than in the y direction). The turning points 
at n"' 0 are the pluson-minuson transition points. 
Thus, for motion in region I of Fig. 2, at K > 0 and 
a = + 1, the pluson reflected from the surface of the 
superconductor at point 1 is transformed into a 
minuson at point 2, experiences total internal reflec­
tion from the field inhomogeneity at points 2, 3, and 4, 
is again transformed into a pluson at point 4, is specu­
larly reflected from the surface at 5 (in which case n 
is replaced by -n) and again falls into 1. On the other 

5lit is convenient to construct Fig. 2 by extracting the roots graph­
ically in succession and determining in this manner the characteristic 
regions. 

~.~' + ~E+ d, 

XI ~a lY ~d,lJX 
a x ' 

hand, a pluson moving from the interior is transformed 
into a minuson at the point 6, is reflected from the field 
inhomogeneity at 6, 7, and 8, is transformed again into 
a pluson at 8, and goes off to the interior of the super­
conductor. 

Let us plot the regions of the different characteris­
tic trajectories in "natural" coordinates. We do this 
in the simplest case of a "cylindrical" dispersion law 
!;(p) = (2mr1(p2 + Py)- JJ., when K =(pF- p~) 
x(2m€')-1 ~ (oeia)2(1- pijpF), and (lie/a)2 

~ 105-108 (the value K ~a is reached at I PxiPF I - 1 
~ a/1; 0 ~ 10-2-10-5 ). We recognize that: 1) the values 
of importance for superconductivity are I !;(p) I~ Ll, 
i.e., p~ + Py Rj pF; 2) the specular reflection of inter­
est to us, from the surface, takes place at I Py I « PF 
(ensuring a large de Broglie wavelength), i.e., Px 
Rj±pF; finally, 3) in superconductors we almost have 
r >> lie, up to the destruction of the superconductivity. 
We obtain p Rj PF sign n Px· The forms of the regions 
of the different trajectories are shown in Figs. 3-5. 

The regions marked by the letter a correspond to 
strict absence of classical orbits (for example, as in 
region XV of Fig. 2 at K < 0). The trajectories marked 
f and d correspond to infinite and finite motion ( d 1-

along a singly connected curve such as the curves in 
region XIX of Fig. 2, d2-along the doubly connected 
curve of the type Vlll at K > 0), q corresponds to in­
finite motion for the pluson and finite motion for the 
minuson or vice versa (curve XII at K > 0). The quota­
tion marks designate a given type of an orbit near the 
surface in the presence of infinite motion in the interior 
(for example, X at K > 0 on Fig. 2 corresponds to the 
region "a"). In each figure, the double line denotes the 
boundary of the "old" spectrum (in the absence of a 
magnetic field); there were no orbits below it, and 
above it the orbits were infinite6 >. In order not to clut-

6lFor a concrete determination of the regions of Figs. 3-5 it is con­
venient to carry out first a classification with respect to PF· 
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FIG. 4. Regions of characteristic trajectories at a< PF < 2a. 

ter up the figures, they do not show the boundaries 
separating the regions where both types of excitation 
exist (both plusons and minusons ), and where there is 
only one type. These boundaries are clear from Fig. 2; 
thus, at H = 0 they correspond to z = K. The quantita­
tive determination of y =y(t) and x = x(t) reduces to 
a simple quadrature (vx = a~japx): 

S eody UxSp eA 
t=mcr --, x(t)=±----. 

PySp Eo me 

The essential difference between the form of the 
regions at Px > 0 and Px < 0 is connected with the 
consideration of Px "" ± PF, when the "surface" tra­
jectories differ strongly already in a normal metal in 
a homogeneous field-see Fig. 1. 

5. QUASICLASSICAL ENERGY LEVELS IN A 
MAGNETIC FIELD 

Figures 2-5 determine not only the character of 
the classical orbit, but also the energy spectrum in 
the quantum case. 

Let us consider first the quasiclassical spectrum 
connected with the "depth" excitations in the super­
conductor. Their reflection near the surface from an 
inhomogeneous magnetic 7> (see, for example, region IX 
in Fig. 2) imitates specular reflection from the sur­
face8> in a layer of thickness of the order of oe. This 

7>We recall that the gradient of the field in a superconductor may 
amount to 107 Oe/cm. 

8lin normal metals, an analogous specular behavior and associated 
phenomena are possible in a specially produced inhomogeneous mag­
netic field (for example, by varying the frequency). The turning on of 
such a field can change the resistance of a thin plate by a factor~ 1/d, 
ensure different resonant and oscillatory effects, etc. 
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FIG. 5. Regions of characteristic trajectories at PF > 2a. 

means that it is possible to observe size quantization 
(and the corresponding ultrasonic resonance and quan­
tum oscillations) in a super conducting plate of thickness 
d, where Oe « d « l ( Z-mean free path of the excita­
tions), placed in a two-sided magnetic field (see Fig. 6): 

py = hn I d, 2men = [ (2mA) 2 + (p.• + p,2 + h•n• 1 d2 _ 2m11)2] •;, 
n= 1, 2, 3, .... 

(5.1a) 
Let us turn now to the quasiclassical surface levels. 

A strictly discrete spectrum is produced in the case of 
strictly finite classical motion (regions d 1 and d2). 

Classical infinite motion over a trajectory of type f 
ensures a continuous spectrum, and a combination of 
finite and infinite motion over the trajectory q ensures 
a spectrum that is discrete for some excitations and 
continuous for others; the absence of classical orbits in 
region a corresponds to forbidden energy regions. The 
quotation marks correspond to the given type of spec­
trum, with accuracy to within a tunnel transition through 
the classically forbidden region (for example X at K 

> 0 in Fig. 2 corresponds to "a"): although the spec­
trum is strictly speaking continuous (the excitation 
coming from the interior will always reach the sur­
face), the corresponding density of states is exponen­
tially small, ~ exp ( - J l1r I d~), where the integral is 
taken over the classically forbidden region of ~. 

The concrete form of the discrete spectrum is also 
determined by the corresponding classical trajectories. 
In fact, according to the quasiclassical correspondence 
principle, the distance between the levels is equal to 
oE =fin, where n = 21f/T is the classical frequency of 
the periodic motion. (Physically this denotes[6 • 7 l that in 
quantum mechanics there takes place resonance in an 
electromagnetic field of frequency w at oE = Iiw, and in 
classical mechanics at w = n; in the limit as Ii - 0, 
both formulas should give one and the same frequency). 
But the classical period is 

T,= t ( :;J-l dy= a:e' S= tpydy, 

so that oS = (aS/Bt:)OE = Tfin = h, hence S = nh, where 
n is an integer and S is the area of the classical tra­
jectory of excitation in the (y, Py) phase space. 

A more detailed analysis shows (see[7l) that in the 
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quasiclassical case (at S » h), when the trajectories 
are not close to self-intersection, we have 

S= ~ p.dy=(n + 1/2)h, S= ~ II(s)~= n + 1/2 (5.1) 

(the generalized Bohr quantization rule), where S is 
the area of the corresponding orbits in Fig. 2. (Thus, 
in region I at K > 0, we are dealing with the area 
123451, and in region V at K > 0 with double the area 
1231.) The condition for the applicability of (5.1) is a 
large value of the area S (since n in (5.1) determines 
the number of zeroes of the wave function, i.e., the 
ratio of the characteristic dimension to the de Broglie 
wavelength). 

For a concrete calculation of the area it is neces­
sary to use the well known form[aJ of the 8(~) depend­
ence, i.e., A(y). When ~ $ 1 (this is precisely the 
region which determines §) we have practically 
alwaysfaJ 8(~) = e-~; the difference between the 
London and Pippard cases is manifest in the value of 
lie. 

The area s can be expressed in terms of element­
ary functions in three important limiting cases: 
1) when K is the largest parameter of the problem; 
2) when I/; I >>a and a 2 can be neglected in (4.2) 
(this is the case of "normal" electrons with t:: >> t::. in 
a superconductor field that attenuates in the interior); 
3) when PF «a or PF »a, so that one discards PF 
or aPF· 

Since an exact determination of the levels from (5.1) 
is an elementary but very cumbersome and laborious 
problem, it is useful to obtain a general representation 
of the spectrum by writing down simple interpolation 
formulas for it. It is readily seen that the effective 
length of all the closed curves in Fig. 2 is of the order 
of unity. (When ~ » 1 the ''width'' of the curve is 
exponentially small (it is equal to zero at the end point 
of the curve), so that the region ~ » 1 has little influ­
ence on S. On the other hand, if the length of the curve 
is small (~ « 1), then according to (4.3) this small­
ness is logarithmic.) This means that the quantization 
condition (5.1) reduces qualitatively to on~ n, where 
on is the change of the momentum on moving along the 
classical trajectory (4.2) (in a case of a singly-con­
nected trajectory on~ n, and we arrive at formula 
(1.1)). It is important that the calculation of on no 
longer requires any integration. Using Fig. 2, we can 
verify that in the case of finite motion we have every­
where, except at the boundaries of the regions, on 
~ t;U; + I K I r 112, f = (/;2 - a 2 )112 > 0. (In region xn, 
where K > f, we have 1i1T ~ {/( - f -IK, but the re­
normalization of n reduces this formula to the preced­
ing one. Of course, in writing down the spectrum it is 
necessary to take into account the limitations imposed 
by the form Of the region on 'fat a given K.) 

Recognizing that zn = tn- PFSignPx (see (4.2)) and 
taking Figs. 3-5 into account, we get 

{
Ya'+n'(n'+lxi)-pFsignp,., PF<a 

z,.- (lfa•+n'(n'+lxi)-pF]signp,., PF>a (5·2) 

The analysis of these formulas is so simple, that we 
shall demonstrate it only for the principal cases. 

1) PF <a (i.e. H < cli/e~olie <a. In this case (see 
Fig. 3; usually a/ ~ 0 ~ 10-2-10-3 ) we get by interpola­
tion 

Wn = fa(z- a+ PF) J"' - (n4 + n2x! a) ''•- n + l'n(x I a) 'I•, (5.3) 

and for the considered z < a we get wn :s (aPFY14, 
nmax ~ (aPF)l/\ If PF ~ a, then nmax ~ .fa~ 10-100. 
When aPF:::; 1, the quasiclassical approach is not 
valid, and there is[2l a single discrete level (see Sec. 
7). In fields ap<;> ~ n\ when (compare with (1.4)) 

H.- H,n', H,- cha'sol e6,', H,- to-•-to-• Oe. (5.3a) 

the n-th level is detached from the continuous spectrum. 
This means that a new branch of the density of states 
appears, i.e, singularities are periodically produced in 
the spectrum at these values of Hn. Their period cor­
responds to On = 1 and in accordance with (5.3a) we 
have OH.t/4 ~ Hf'4. 

With increasing K, the number of levels decreases, 
the n-th level vanishes at Kn ~ apF/n2. Thus, when 
1 + K > aPF + PF there always remains a single level; 
the condition for applicability of the quasiclassical ap­
proach is 61r >> 1, i.e., 

(5.4) 

(Incidentally, the principal role in many effects con­
nected with the discrete spectrum is played (see Fig. 
1) by K ~ KFpYIPF ~ KF1ie/r, so that K/aPF 
:::; a~ 0/0~ « 1 and the quasiclassical conditions ob­
tain.) A plot of Wn (seef2l) at PF » u-1 is shown in 
Fig. 7A; near z =a, the curves come continuously in 
contact with the boundary of the continuous spectrum 
(interpolation formula (5.3a) is not applicable in this 
region). 

With increasing magnetic field, at PF = p', for the 
lowest level (at Px > 0) the gap vanishes, and at PF 
= p" with Px < 0 there appear new gap less branches 
of excitations (see Fig. 4), p' ~ p" ~a. 

2) PF »a, i.e. H » H2, H2 ~ ~o/~olie, ~o =eli/e. 
As can be easily seen from (5.2) and Fig. 5, 

w.=l'z.+p,=n+l'nx''•, fPF<w.<l'a+py. (5.5) 

New branches appear as before at K = 0 (i.e., Px 
= PF), when Wn = ..Ja + PF ~ ..fiiF. This means that 
pw> ~ n2 and 

H.- H,n', H,- cha/ ell.', n ..... -l'p;- H,- 1-1000e. (5.6) 

The period of appearance of the levels is OHl/2 ~ Hr 2 , 

OH/H ~ (H4/H)il2 « 1. 
The singularity of the density of states at the begin­

ning of the spectrum (at K = 0) not only appears in the 
case PF >>a, but also vanishes at Wn = ..JpF (when 
Zn = 0). The period of its vanishing is the same as of 
its appearance. The form of the levels at PF > Px > 0 
is shown in Fig. 7B. 

In conclusion, we make a few additional remarks. 
1. The form of the energy spectrum in the quasi­

classical case can be explained in a much more com­
plicated manner than, for example, in[sJ, but not more 
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FIG. 7. Plot of w(K): A-pp <a, B-pp > 2a. 

rigorously. The initial equations in[s] were the quan­
tum equations for the wave functions (which follow from 
the Gor'kov equationsr9 l), which were written in the 
quasiclassical case. The joining together was deter­
mined by the transition matrix; its concrete form 
affected only the next higher approximation (yielding 
%in (5.1)). 

2. The obtained levels have a natural width lii(;, 
connected with both the volume and surface collisions: 

h 1 1 q(x) 
61e--, ---+--; (5.7) 

Ti Ti T T 
here T is the volume free path time of the excitations, 
T is the period of their motion along the surface, and 
q is the probability of diffuse scattering in the case of 
surface collision (it decreases with decreasing K, i.e., 
with increasing de Broglie wavelength-see[ 6 l). 

3. Starting with certain PF, a mixed state arises in 
the superconductor. This causes the vector potential 
A to depend not only on y. The entire theory developed 
above can be readily extended to this case. It is 
equally easy to take into account the dependence of the 
gap on the magnetic field and on the coordinates. The 
point is that in the fundamental approximation all the 
dependences in the quasiclassical approach should be 
assumed given (either by the "ordinary" theory, if it 
yields the fundamental approximation, or by the classi­
cal theory, see Item 7). 

4. The vanishing of the gap at PF ~ a, i.e., at 
H ~ cti./e~ 0 lie, can lead to the appearance of a unique 
mixed or intermediate surface state. An analysis of 
this interesting effect is, however, beyond the scope of 
the present article. 

5. The formulas previously written for !:J. and j are 
valid, as is clear from the construction, also in the 
general quantum case, if the integration is replaced by 
the sum over the states corresponding to (; > 0. 

To write down the Schrodinger equation for ljJ in the 
general quantum case it suffices, in accordance with 
the correspondence principle, to replace p by -iti. V in 
formulas (3.1) and (3.2), and carry out the appropriate 
symmetrization. 

6. For E = p2/2m, all the equations written out 
above can be obtained, of course, also from the known 
formulas[ 9 J for the Green's function by expanding the 

latter in terms of the eigenfunctions. Just as in the 
latter, we discard the spin-orbit interaction, the rela­
tive contribution of which is of the order of a/lie, and 
the spin paramagnetism. 

As usual, ~p ~ VF(P- PF). However, for a quan­
tum calculation, where p - p, it is more convenient, 
just as in normal metals, to deal with p2 and not with 
I pI, and to write down (of course, with the same ac­
curacy) ~p = (p2 - Pi-)/( 2m). 

7. The condition for quasiclassical behavior in 
superconductors can be attained also from an equation 
of the SchrBdinger type with a complex potential. To 
this end, at K »a + I PF I, it suffices to put in the 
quantum equation for l/J (see Item 5) l/J = exp ( i ..fK 0 x 
and to retain the principal terms in the equations for 
X· By the same token, the reasons why the quasiclassi­
cal approach holds in a wide range of parameters be­
come clear. In the London case, where lio >> ~o, the 
reason is natural. In the Pippard case, the effective 
dimension of the pair decreases as a result of the fact 
that only the glancing electrons play an important part, 
since the effective path in the field is increased, and 
also as a result of the large value of the magnetic 
field. In very strong fields, the quasiclassical behavior 
is favored also by the growth of lie due to the decrease 
of the current (with increasing A). As a result, in a 
wide range of not too weak fields it is possible to write 
an equation analogous to the Ginzburg- Landau equation. 
Since in the quasiclassical approach lie is the largest 
characteristic length, a local connection between j and 
A is ensured, provided the gap is not too small (other­
wise it is necessary to have a quasiclassical solution 
with accuracy to the third essentially nonlocal approxi­
mation, and one obtains, in particular, the Ginzburg­
Landau equation). Thus, the region of temperatures 
that are not too close to critical is the simplest for the 
analysis and leads in the London case to the algebraic 
equations (3.6), (3.6a), (3.4), and (3.3). In the Pippard 
case with p >> a, perturbation theory in a is valid. 

6. OSCILLATORY AND RESONANT EFFECTS 

For concreteness, we consider oscillations and 
resonances of the current density j. The current 
density connected with the continuous spectrum is well 
knowni 8l, and there is no need to calculate it anew. We 
turn to the calculation of the increment due to the 
quasiclassical discrete levels, which has a singularity. 
We shall only outline the calculation procedure and 
present the qualitative results, leaving a detailed dis­
cussion of the resonance, as well as of the slowly 
damped waves and natural oscillations associated with 
it (analogous, for example, to those in[10l), for a 
separate communication. We shall also consider sep­
arately ultrasonic resonance at discrete levels due to 
size quantization. 

We write j in the physically obvious form 9>: 

9lFonnula (6.1) can be obtained in the quasiclassical approach, of 
course, from (3.5); in this case u is determined from (3.4). In the clas­
sical case 

I:r! .. --~ ~: .. -oo~(::r ds ... ~~d•· .. -~d:.· • ...!...dt=dy, . ~ 

and ( 6.1) goes over into (3. 5). 
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n 

The appearance of a new branch of levels gives in 
(6.1) a periodically appearing new term. The period of 
these oscillations is determined in Sec. 5. Their ampli­
tude can be roughly estimated from the following con­
siderations. The "total" current density is determined 
by an interval of the order of J.1., whereas the discrete 
levels are "located" in an interval of the order of PF 
(this is easiest to see at T = 0 by integrating (3.7) by 
parts), and each of them "ensures" an interval of the 
order of PFinmax· Therefore the relative amplitude 
f of the oscillations is of the order of 

f ~ PF(f.tnmax)-l, {6.2) 
The oscillations of the specific heat and of the gap 

are of the same order. To obtain the resonant incre­
ment of the current density (corresponding to a transi­
tion between discrete levels), it is necessary to write 
j in a constant magnetic field H0 and an alternating 
electromagnetic field of fr.e~uency w (the vector po­
tential of the latter is A1e1W , with A1 - 0). In this 
case 101 

(O) ( -ie11t} ( -ient . } \"1 1 (O) ( 6 3) 
"'" = 'i'n exp -h- + exp -h-- !Wt ~ w _ Wmn amn¢m, • 

m 
T, 

Umn = _!_J a1 (t)exp(iwmnt)dt, a1 =-=-VxAh Wmn =En- 8m·(6.4) 
T, 0 c 

Substituting (6.3) in (6.1) and assuming tiwmn «A, 
so that m l:::j n and um R$ un, we obtain 

. ~Es~~· e J=e- ( _ )T v(t)/l(y-y(t))iu(t)l 2 exp(-iwmnt)th-. 
W Wmn s 2T 

""' (6.5) 
The case most favorable for observation of resonance 
is that of a crylindrical equal-energy surface. The 
resonance, as is usual in the case of the presence of 
one continuous parameter, takes place at w = wmn; 
Wmn corresponds to the edge of the spectrum or to the 
maximum density of states: Bwmn/BPx = 0. The ampli­
tude of the resonant increment to the current density 
is small-proportional to Awri/ J.1.. However, its con­
tribution to the derivative of the surface impedance 
with respect to the magnetic field is of the order of 

10>Formulas (6.3) and (6.4) follow from perturbation theory (A 1 

....,. 0) for the equations ilil/1 = Jrl/1 = £ 0 1/1 + a1 1/leiwt. Writing 1/1 in the 
form (6.3), we obtain arnn• which coincides in the quasiclassical ap­
proach with the Fourier component with respect to the classical tra­
jectory (see [ 1), Sec. 48; the proof is repeated verbatim for the vector 
wave function). We note immediately that when rn ""'n 

~ u",.hundy z I um I' -} ~ exp (!rom11t) h (t) dt, 

where Urn is the "classical value" of u, obtained in Sec. 3. For the 
proof, it is necessary to obtain a formula for the quasiclassical vector 
wave function. Replacing in (3. 2) p....,. -ili'i7 and putting 

'I>=<Fc+F,)exp{T~(p0 +!p,)dy}, 
where F 1 ~Fe and p 1 ~Po we obtain (determining p 1 from the con­
dition for the solvability of the inhomogeneous equation) the natural 
quasiclassical formula 

1j> = ;:H exp (+~PcdY) • VH= ::: • 
where Fe and Pc are determined by (3.3) and (3.4). 

/lZ'(H) /Z'(H)- (w,;;) 2MJ.t, (6.6) 
where Ti is determined by formula (5.7) and can ap­
parently be observed experimentally in sufficiently 
pure samples with good surfaces. The effect is easiest 
to observe in Pippard superconductors, where only 
electrons glancing at an angle on the order of Oe/~ 0 to 
the surface are significant; this decreases greatly the 
nonresonant part of the impedance (and increases the 
relative contribution of the resonant part, for which 
only glancing electrons are always important). 

7. QUANTIZATION IN RELATIVELY WEAK FIELDS 

So far we have considered quantization of levels in 
the quasiclassical case, when the wave function in the 
classically inaccessible region attenuates over dis­
tances that are small compared with the characteristic 
distances of the problem. 

Let us consider the opposite limiting case of slow 
damping of a wave function[ 21, where it is necessary 
to have the quantum equation for the wave function. To 
simplify the derivations, we write it in the case 
E = pl}'2m. In the dimensionless coordinates (4.1) we 
have 

(!.+xh+( z a)¢=-p8(6)a,¢=oa,f(6),a,=(1 0).(7.1) 
~., -a -z 0-1. 

We confine ourselves in the analysis to the most 
interesting region of a strictly discrete spectrum (for 
given K and p ), when the wave function attenuates at 
infinity. In order to ensure immediately the satisfac­
tion of the boundary condition corresponding to specu­
lar reflection, 1/J ( 0) = 0, we continue all the functions 
to the negative semi-axis: 1/1(- 0 = -1/1( ~), and take the 
Fourier transform of (7 .1). We obtain 

00~ sin(k6)dk (-k2 +x-z -a )-f(k) ¢W=- , 
0 (k2 -K)2 +(a•-z•) a -k2 +x+z 

00 

1 (k) = ~sin (k6) f (6) ~. (7 .2) 
u 

We are interested in a case opposite to the quasi­
classical one, when there is a single level close to the 
boundary of the "old" spectrum111 (i.e., the spectrum 
at H = 0), where z = a at K > 0 and z = 'K at K < 0. 
Let us consider, for concreteness, the former case. 

When z = Ol (and K > 0) the denominator is equal 
to (k - {i(f (k + ..fK)2 , so that there is a divergence at 
k = ..fK. This means that the main contribution to the 
integral (7 .2) is made by k R$ ..fK, and we can put 
k = ..fK everywhere, with the exception of the denomi­
nator and sin (kO. We obtain 

w<M=( z a)ict';;)I(s), I(s)=nlm[A.-'ei••J, (7 .3) 
-a-z 2Ya2 -z2 

Multiplying (7 .3) by - p 9 ( ~) and taking the Fourier 
component, we obtain a homogeneous equation for 
f( ..fK), which determines (accurate to a normalization 
factor) both f( ..fK) (i.e., according to (7.3), 1/J(~)) and 
the discrete level: 

1 .. 
2p{a+z) Je(~I(6)sin(l'x6)ds=1. (7.4) 

0 

lllFor the case of slow attenuation of 1/1, which is of interest to us, 
the poles must be "almost real," and real poles, i.e., purely oscillating 
1/1, correspond, as can be readily seen, to the boundary of the spectrum 
in the absence of an external field. 
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From this we see immediately that the local level 
exists only when p > O, i.e., when Px > 0, and it i,s 
determined qualitatively by the formula 

a_ z ~ { ap2/x, x;;::, 1 
ap•(x+a•p2), x~i · (7.5) 

The condition for the applicability of the theory, ac­
cording to (7 .5), is ap « K + 1 (compare with (5.4)). 

For the existence of the obtained level, it is very 
important, as always for a shallow potential well, that 
the problem be one-dimensional. Essential violation 
of one-dimensionality (poor surface, mixed or inter­
mediate state) makes the level exponentially close to 
a in the two-dimensional case and causes it to disap­
pear completely in the three-dimensional case. 

8. ENERGY SPECTRUM IN THE PINCUS MODEL 

In Sees. 5 and 7 we obtained the energy levels in 
superconductors in weak ( ap « K + 1) and strong 
( ap » K + 1) magnetic fie Ids. It is of interest to 
show in conclusion how to obtain the spectrum in arbi­
trary fields in the idealized model of Pincus (s], where 
e(l;) = 1 when ~ < 1 and 9(~) = 0 when ~ > 1. We 
confine ourselves, for simplicity, to the discrete spec­
trum. 

In the region ~ > 1 the attenuating solution of (7 .1) 
is 

w=(u,v)=.E da(-1,<pa)exp(-66a), 
a (8 .1) 

<pa = (z- crv) /a, v = l'z2- a2, 6a = )'-x- crv, a= ±1. 

When ~ = 1, the wave function is continuous together 
with its first derivative. To write this condition in a 
convenient form, it is meaningful to find from (8.1) the 
quantities da exp (- ~ oa) and to write their logarithmic 
derivatives at ~ = 1. As a result we get 

(<p-au' + v') + ·6a((jl-aU + v) = 0. (8.2) 

When~< 1 a solution of (7.1), satisfying 1/1(0) = 0, is 

11'= _Eha(-1, <iia)sin(6ba), <iia= a-1(z + p- cr)'(z + p)2- a2), 
a 

ba = (); +al'(z + p)"- a2)'1•. (8.3) 

Substituting (8.3) in (8.2), we obtain the dispersion 
equation 

[1 6+ - ] [ 11- - ] + '+tgl)+ 1 + •. _ tgl)_ 
0 0 (8.4) 

=[ 1 + ~+tgb-1 [1+ ILtgb+] z-j~, 
I)_ b+ z + "fz2- a2 

which leads in limiting cases qualitatively to the re­
sults of Sees. 5 and 7. The Pincus model is very con­
venient also for the exact solution of the Gor'kov equa­
tion[s] and for obtaining the results of Sec. 6 from the 
Green's function. 

I. A phenomenological theory of superconductivity 
was constructed. 

II. The energy spectrum of a superconducting half­
space y 2:: 0 in a constant magnetic field H 11 z was 
obtained. 

1. In extremely weak magnetic fields H < H1, H1 
~ 1) 0 a2~ 0/o~ ~ 10-1-10-6 Oe at Px > 0, a branch 
f: = f:1( Px, pz) of discrete levels (for given Px and pz) 
is detached from the boundary of the continuous spec­
trum. Its distance of: from the boundary is maximal at 

11 - P,tiPF I~ (a/oe)2 and of:max ~ (€' 2/ a)(H/H1)2, 

€ = fi 2/mo~ and decreases rapidly with increasing 
I PF- Pll-see formulas (7.4), (7.5), (7.3), and (4.1). 
(Notation: !Jo =fic/e, a= fi/pF, ~o =fivF/.6., Pl = fP2_ 
+ p~, PF and VF-limiting Fermi momentum and x 
velocity, .6.-gap, oe-characteristic depth of attenua­
tion of the field.) 

2. With increasing magnetic field, the branch of the 
discrete levels moves away from the continuous spec­
trum. When H1 < H < H2, H2 ~ IJo/~oOe and Pl = PF, 
new branches of levels are detached from the continu­
ous spectrum periodically, at H = H<Dl ~ H1n\ n = 1, 
2, ... ,. These levels correspond, as before, to Px > 0 
and come in contact with the continuous spectrum when 
11 - P1IPF I ~ (aH/noe H1)2. The number of levels n0 

at Pl = PF is of the order of n0 ~ (H/H 1)1/\ and the 
distance Of:n between them is oEn ~ (n/n0 )V~€(H/H2)3/ 4 • 
The form of the spectrum is determined by formulas 
(5.3), (5.1), (4.2), and Fig. 7A, 3. 

3. When H > H2, the periodic splitting of the 
branches occurs at H = H<fll ~ H4n2, H4 ~ ~J0 a/o~. The 
number of branches is of the order of (H/H4 )1/2, and 
the maximum distance between them can be of the 
order of .6.. The branches not only appear, but also 
vanish, coalescing with the ground state ( E = 0 ). When 
Px < 0, branches of discrete levels are also detached 
from the ground state. The form of the spectrum is 
determined by formulas (5.5), (5.6), (5.1) and by Fig. 
7B, 4, 5. 

The appearance of gapless excitations in fields 
H > H2 can lead to a mixed or intermediate surface 
state. 

4. For large numbers of levels, and also in the 
continuous spectrum at lie >> h/ lipy( lipy-change of 
Py on moving along a classical trajectory), classical 
excitations have been introduced with a dispersion law 
E =±(~P. +.6.2)1/ 2 - ec- 1.Aa~/ap, f: > 0. The correspond­
ing orb1ts in phase space, for different values of the 
parameters, are shown in Fig. 2. Superconductors are 
characterized by the presence of a great variety of 
trajectory types (particularly, finite and infinite), 
which are accompanied in many cases by total internal 
reflection of the excitations from a large magnetic­
field gradient, with a transition of an electronic type of 
excitation (pluson) into a hole type (minuson). For ex­
citations going from the interior of the superconductor, 
this is equivalent to specular reflection of the excita­
tion from the surface. 

5. Quasiclassical quantization is determined by 
formula S = ( n + Y2) h, where S is the area of the 
classical phase trajectory of the excitations, and 
n >> 1 is an integer. Qualitatively, quantization corre­
sponds to the quantization of lipy, viz., lipy ~ hn/oe. 

Discrete levels arise also as a result of size quanti­
zation (formula (5.1a)) of excitations that are specu­
larly reflected from the surface (see Item 4). 

6. The penetration of a magnetic field into a super­
conductor is accompanied by the occurrence of an 
electrostatic potential difference o<p between the sur­
faces of the superconductor: o<p ~ Elie ~ .6.a/e~ 0 • 

7. In fields H >> H3, it is possible to construct a 
quasiclassical theory of superconductivity and write 
down equations that are generalizations of the equations 
of Ginzburg-Landau to not too weak magnetic fields at 
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all temperatures, and make it possible to study the 
surface mixed or intermediate state (see Item 3). For 
Pippard superconductors, H3 ~ H2 «He. For London 
superconductors, in calculating the current, H3 
~ 4>~ 0 /15~ if the temperature is T < ec-1VFH1ie, and 
H3 ~ (4>o/1i~)...{f7"t; ~ Hc1 ~if T > ec-1VFH1ie. In 
calculating the gap, H3 ~ 4> 0 /15~. In the simplest Lon­
don case, the quasiclassical equations of superconduc­
tivity are (3.7), (3.5a), (3.4), and (3.3). 

Ill. The discreteness of the levels and the non­
periodicity of their appearance lead to quantum oscilla­
tions of the thermodynamic and kinetic quantities (of 
the gap, specific heat, magnetic moment, surface im­
pedance, etc.), to resonances (electromagnetic and 
ultrasonic), the natural oscillations, and to waves that 
attenuate weakly in the superconductor. 
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