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Excitation of sound by electromagnetic waves incident on the surface of Bi and Sn single-crystal plates 
in a magnetic field is investigated at frequencies between 0.4 and 10 MHz. Excitation of the sound was 
revealed by the sharp changes in the impedance of the plate as a function of frequency. The singulari­
ties appeared during the establishment of standing sound waves in the plate. At helium temperatures, 
the sound in Bi was excited only in samples with a sufficiently long mean free path, and the amplitude 
of the sound oscillations increased with decrease in the temperature. The lines became appreciable 
for H ~ 10 Oe; increase of the magnetic field led to an increase in the intensity proportional to H3 , up 
to fields H ~ 300 Oe, when the penetration depth became comparable with the sound wavelength. In 
strong fields, the intensity of the observed lines fell off, but then again increased in fields of 2-7 Oe 
under conditions of an electromagnetic field that was homogeneous over the thickness; the intensity 
oscillated with a period in the reciprocal field that was one half the de Haas-van Alphen oscillation 
period. The mechanism of sound excitation in Bi in strong fields is of a magnetostrictive nature. In 
weak fields the excitation mechanism is not clear. In Sn and also in Bi at room temperature, the sound 
is excited by a ponderomotive force. 

THE transformation of electromagnetic energy into 
acoustic energy in the bulk of a metal or near its sur­
face can take place through a variety of mechanisms. 
The magnetostriction transformation in ferromagnets 
is well known and used in practice. It is less well known 
that appreciable amplitude of sound oscillations can be 
obtained by incidence of an electromagnetic wave on the 
surface of a metal located in a magnetic field H ~ 103 -

104 Oe, due to the ponderomotive force F = j x H/ c ( j is 
the skin current). [ 1 - 31 In addition, sound excitation was 
observed when the speeds of sound and of the helicon 
propagated in the metal were equal/ 41 and also when 
the sound wavelength and the spatial period of the sys­
tem of the bursts was equal (special communication 
from Grimes and Liebhaber). In principle, the sound 
can be excited by any electromagnetic waves in met­
als. [ 51 As shown in the work of Kaganov et al., [ 61 in 
the anomalous skin effect, the transformation of the 
electromagnetic wave in a sound wave can take place as 
the result of the disruption of local equilibrium between 
the forces exerted on the lattice by the external field 
and by the electrons. It is possible that just such a 
mechanism of excitation was observed by Abeles. ( 71 

Finally, we recall the spontaneous emission of phonons 
at a sufficiently large drift velocity of the electrons 
taking part in the current/ 81 although it should be noted 
that the electrons in these experiments were acceler­
ated by a constant field, and the emission took place in 
a wide region of the spectrum. 

As we have already reported, [ 91 the electromagnetic 
excitation of sound oscillations in bismuth possesses a 
number of singularities and cannot be convincingly ex­
plained at the present time by any of these mechanisms. 
In the present research, the results are given of a more 
detailed investigation of sound excitation in bismuth. In 
addition, for a comparison, experiments were performed 
on sound excitation in tin. 
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METHOD 

The experiment consisted of the study of the deriva­
tives of the surface impedance Z = R + iX of a metal 
plate as a function of the frequency w. For this case, 
excitation of sound oscillations by an incident electro­
magnetic wave was manifest by the sharp change of the 
electric characteristics of the metal upon establishment 
of standing sound waves in the same. Inasmuch as the 
energy dissipated in the acoustic resonator-the metal 
plate-at the instant of resonance is W ~ QA2 ~ Q01 2 E2 

(where Q is the quality factor and A is the amplitude 
of the driving force, proportional to the coefficient 01 of 
transformation of the electromagnetic wave in~o the 
sound wave), the cha~e of the real part of the surface 
impedance is AR ~ 01 . We can determine the value of 
Q independently from the width of the resonance curve 
R(w). This method has the advantage that attachment of 
quartz transducers to the metal is not required and 
therefore we can avoid deformation of the sample upon 
cooling to liquid helium temperatures. 

The block diagram of the apparatus is shown in 
Fig. 1. The samples, having the shape of disks of di­
ameter 18 mm and thickness 0. 5-2.0 mm, were placed 
inside an inductance coil of the oscillator circuit of a 
radiofrequency oscillator. The variable condenser C 
allowed us to change the oscillator frequency w smooth­
ly and the cut-off semiconductor diode D (varicap 
D-901) served to modulate the frequency. The negative 
feedback circuit inside the generator kept it close to the 
oscillation threshold when w was varied over wide lim­
its. Inasmuch as the modulation of the characteristic 
frequency of the circuit leads to strong parasitic modu­
lation of the amplitude of oscillation, the measurement 
apparatus was tuned to twice the modulation frequency, 
2U. As a result, the recorder registered the signal Uy 

~ -a 2Uw/Clw2 ~ o2R/ow2 on the y axis (Uw is the am-
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FIG. 1. Block diagram of the apparatus: 1 - de amplifier, 2 - ampli­
tude detector, 3 - rf amplifier, 4 - narrow band amplifier, 5 - synchro­
nous detector with phase shifter, 6 -sensitivity calibrator, 7 - fre­
quency doubler, 8- sound generator, 9 -standard signal generator, 
10- mixer, 11 -frequency detector. 
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FIG. 2. Record of a part of a group of resonances on a bismuth 
specimen with normal n II C3 , d = 1.01 mm, n 1 H 1j, q = I, T = 1.4°K. 

FIG. 3. Record of acoustic resonances in tin for n 1 H 1j, q = 1. 
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plitude of the oscillation). To calibrate the sensitivity 
of the system, an electron tube was connected in paral­
lel with the circuit; this tube introduced a standard 
damping signal into the circuit. The accuracy of the 
calibration was 5%. 

Figure 2 shows an example of the recording of ob­
served acoustic resonances. The resonance lines were 
located in dense groups on the frequency scale (up to 
one hundred lines in a group), separated by frequency 

intervals one order of magnitude greater. The location 
of the groups was determined by the condition of estab­
lishment of standing waves within the thickness of the 
sample d: Wn = 1Tqsd-\ where s is the speed of sound, 
q = 1, 3, 5, . . . (see also l 91 ). Each separate line in­
side a group is related to some specific mode of oscil­
lation. During the time of the experiment, the sample 
lay free in the coil on a plane support. A small dis­
placement of the sample led to a change in the ratio of 
the amplitudes of the lines inside the group. The same 
took place also when liquid helium fell into the chamber 
with the measuring coil. This change in the relative in­
tensity of excitation of the individual modes is evidently 
connected with an uncontrollable change in the location 
of the points of contact of the specimen with the sup­
port. The effect of such external factors as the value of 
the field H did not change the relative intensity of the 
resonances. Therefore, in studies of the effect of dif­
ferent parameters on the intensity of excitation, we 
traced variation of the amplitude of each individual line. 

EXCITATION OF SOUND IN TIN 

Experiment., on tin were made on single crystal 
samples of thickness d = 2 mm, prepared from metal 
with a residual resistance p 0 / Proom ~ 10-5 • The [ 100] 
axis was directed along the normal n to the surface of 
the sample. 

The acoustic oscillations were excited only in the 
presence of a sufficiently strong magnetic field H; at 
H1 n, transverse oscillations were excited, and at H 1 n 
longitudinal. In the latter case, the angle between the 
vector H and the direction of the high-frequency cur­
rent j was important: the amplitude of the lines was a 
maximum for j 1 H, and resonances were absent for 
j 11 H. The increase in the magnetic field led to an in­
crease in the amplitude of the lines proportional to H2 

(see below, curve a in Fig. 5). 
Excitation of acoustic waves occurred at room tem­

perature, at nitrogen temperatures, and also at helium 
temperatures. Upon decrease in temperature from 
room to nitrogen values, the amplitudes of the resonant 
peaks and their widths did not change appreciably. 
However, the amplitude decreased by a factor of 50 at 
4.2°K and the lines were broadened by an order of mag­
nitude. The effect of subsequent lowering of the tem­
perature is demonstrated in Fig. 3. For T = 1. 7° K, the 
critical field for tin was He = 230 Oe, so that in a field 
of 136 Oe the sample was in the superconducting state. 
The table lists data on the quality factor Q, obtained 
from measurement of the widths of lines at different 
temperatures. The whole set of results gives convinc­
ing evidence that the sound in tin is excited by a ponder­
omotive force. Actually, the oscillations take place 
along the j xH direction, and their amplitude grows lin­
early with H. Inasmuch as the skin depth 6 always re­
mains less than the sound wavelength .:\, the intensity of 
the excitation does not depend on the temperature. At 
helium temperatures, because of the large mean free 
path of the electrons6 the electron damping of the sound 
increases sharply, l 1 1 which also leads to a decrease in 
the quality factor and a lessening of the effect. Transi­
tion to the superconducting state removes the electron 
damping and the lines reappear, in spite of the fact that 
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the field H is lessened considerably. However, the 
quality factor in the superconducting state in our ex­
periments remains lower than at room temperature. 
This is probably explained by the presence of regions of 
of normal phase in the sample. 

EXPERIMENTS ON BISMUTH 

Ponderomotive excitation of sound was also observed 
in bismuth at room temperature in fields greater than 
5 kOe (see also [3J ). This fact evidently is not of great 
interest, so that-in what follows we shall speak only of 
low -temperature measurements. 

At helium temperatures, the depth of the skin layer 
in bismuth in the absence of a magnetic field and at a 
frequency w/2rr "'106 Hz is approximately equal to /j 

"'10-3 em, r lll which exceeds by an order of magnitude 
the value of /j in ordinary metals. In our samples, the 
free path of the electrons l was 0. 5 mm, so that an 
anomalous skin effect occurs at H = 0. However, even 
at a field H "' 50-100 Oe, the skin effect becomes nor­
mal because of the small Larmor radius of the elec­
trons, and at H"' 300 Oe /j reaches the thickness of the 
sample d because of the large magnetoresistance. 

The latter is convincingly demonstrated by the de­
pendence on the value of the variable magnetic field in 
the sample on H: 

d 

(!J = Re ~ h(z)dz = h(0)6 
0 

(h(z) is the variable magnetic field). The change of <P 
was determined from the w(H) dependence (see Fig. 4; 
we recall that t:.w/w =- %t:.L/L "'t:.<P/<P0 , where L is 
the inductance of the coil with the sample and <P0 the 
current through the coil). The absorption in the sample 
changes simultaneously with <P, having a maximum in 
the region of the most rapid change of <P. For H"' 103 Oe, 
the electromagnetic field in the sample can already be 
regarded as homogeneous. 

Thus the conditions for sound excitation depend on 
the value of the magnetic field. In this connection, we 
shall call the interval 0-300 Oe the region of weak 
fields, and shall define fields stronger than 1 kOe as 
strong fields. The experiments were carried out on 
single crystal specimens of bismuth with the direction 
of the normal n to the surface of the disk n II C3 (two 
specimens of thickness d = 1 mm and one with 
d = 2 mm) and n II C1 (d = 1 mm, C1 is the bisector 
axis), and also on two specimens with oblique orienta­
tions. The experimental results can be described in the 
following fashion. 

a) Region of weak fields. The sound is excited at 
values of H much less than in tin, and the amplitude of 
the acoustic resonances increases in proportion to H3 

(see Fig. 5). The decrease in the temperature from 
4.2°K to 1.7°K leads to an increase in the amplitude of 
the lines which, however, is not accompanied by a 
change in their width. The increase of amplitude is the 
more significant the purer the sample. On the speci­
mens with n 11 CH on which the radio-frequency size ef­
fect was not seen (which testifies to some random con­
tamination of the metal) the amplitude of the acoustic 
resonances increased by at most a factor of two, while 
Fig. 6 shows a 14-fold increase in the amplitude. 

To explain the role of the free path of the electron in 
sound excitation, one of the specimens on which the lines 
of the acoustic resonances were very sharply observed 
(at 50 Oe the signal-to-noise ratio was more than 100) 
was deformed. After deformation, it was not possible to 
excite the sound in this specimen at low temperature. 

The excitation of sound took place in a field parallel 
to the surface of the metal, with the polarization H 1 j. 
Here, generally speaking, we succeeded in exciting both 
longitudinal and transverse sound, but all the results 
given refer to the longitudinal case. Inclination of the 
field led to a sharp decrease in the amplitude of the 
lines and they vanished completely already at a 30° in­
clination. When the angle {3 between H and j decreased 
the amplitude of the lines fell approximately as sin2 {3, 
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FIG. 4. Dependence of the flux <I> 
(normalized to unit length of sample) .,. 
on the value of the constant magnetic ';; 
field; n II C3, d = I mm, n 1 H 1j, T = Q:: 
4.2°K. 
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FIG. 5. Dependence of the amplitude of the lines on the value of the 
magnetic field: a- tin at room temperature, b - bismuth (n II C3, d = 
I mm) at T = 4.2°K. 

FIG. 6. Dependence of the am­
plitude of the lines of acoustic reso­
nances on temperature in samples 
of Bi, n II C3, d = 2 mm, w/27r = 
0.51 MHz, n1H1j, H= 140 Oe. 
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although it should be noted that the accuracy of calibra­
tion was insufficient for a unique determination of the 
form of the functional dependence I(/3). 

The presence of a maximum in the I(H) dependence 
(Fig. 5) was undoubtedly connected with the penetration 
of the alternating field into the sample. The transition 
to a very high number of standing waves led to a broad­
ening of the maximum and to its shift to the region of 
smaller fields, evidently as the result of a decrease in 
the sound wavelength. 

b) Region of strong fields. The excitation of sound 
was successfully observed in the region of strong fields, 
and the intensity of the excitation depended on the value 
of the magnetic field in a strongly non-monotonic fash­
ion. The amplitude of the resonance lines as a function 
of the intensity of the magnetic field underwent in this 
region of fields oscillations that were periodic in the 
inverse field. Figure 7 shows the results of experi­
ments at the magnetic field direction of H II C2 • It is 
seen that the period of oscillation of the intensity t.(l/H) 
is one-half the period of the de Haas-van Alphen effect 
(the latter was determined from the change in the fre­
quency of the generator upon increase in the magnetic 
field). The experiments were conducted only in fields 
parallel to the surfaces of the specimen. The sound 
was excited both for H 1 j and for H 11 j. 

The value of the magnetic field also had an effect on 
the location of the lines; the resonance frequency Wres 
oscillated with the usual period of the de Haas -van Al­
phen effect t. 0 (the average curve in Fig. 7). 

The shape of the lines was the same in weak and 
strong fields and corresponded to the maximum absorp­
tion at the instant of resonance. (This was proved addi­
tionally by comparison with the signal of nuclear mag­
netic resonance, recorded on the same apparatus. Such 
a line shape was observed also in tin.) In the transi­
tional region of magnetic fields, where o ~ d, a strong 
change took place in the line shape, and the lines them­
selves remained comparatively weak. One could find an 
interval in the fields in which the lines had the same 
shape as in the weak field, but with opposite sign. 

DISCUSSION 

Bismuth possesses only 10-5 as many electrons in 
comparison with ordinary metals, and the Fermi sur­
face has much smaller dimensions and the maximum 
value of the effective mass in bismuth is an order of 
magnitude smaller than the mass of a free electron. 
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FIG. 7. Results of experiments in strong fields on a specimen of Bi, 
n II C3, d = 2 mm, n 1 H 1j, H II C2 , T = 4.2°K, w/21r = 0.51 MHz. 

Because of this, a whole series of effects are observed 
in bismuth at low temperatures m7 P-r a range of substan­
tially smaller magnetic fields. Howe,·er, this is notre­
lated to sound excitation by the ponderomotive force F, 
inasmuch as the integrated value of the skin current j 
is determined only by the amplitude of the incident 
electromagnetic wave and does not depend on the elec­
tron structure. It is seen directly from our experi­
ments that the quality factors in tin at room and in bis­
muth at helium temperatures are approximately the 
same, and the magnetic field required for the excitation 
of sound of the same intensity in bismuth is an order of 
magnitude smaller (see Fig. 5). But the basic fact indi­
cating that the force j x H/c does not determine the 
sound excitation in weak fields is this temperature de­
pendence in the region of helium temperatures and the 
absence of excitation in the deformed specimen, inas­
much as j is one and the same in all cases, while the 
electron damping can only decrease with decreasing 
free path. In strong fields, because of the penetration 
of the wave, the condition o << ;\, for the effectiveness 
of the ponderomotive force is violated, which reduces 
the role of this force to nothing since the current j also 
decreases. 

The mechanism of sound excitation in strong fields, 
in our view, raises no doubt. As is known, the change of 
the dimension u of an isotropic magnet with magnetic 
moment M upon application of a field H is given by 
u ~ HaM/aa, where a is the stress. The oscillating 
part (because of the de Haas -van Alphen effect) of the 
magnetic moment M ~cos (cS/etiH) leads to the ap­
pearance of a term in the magnetostriction u ~ (i:lS/i:la) 
x sin (cS/etiH), which oscillates with the same period in 
the reciprocal field t.0 (1/H) = 2JTeti/ cS [ 12J (S is the 
area of the extremal cross section of the Fermi surface 
in momentum space). In our case, the specimen is lo­
cated in a homogeneous magnetic field, modulated at a 
frequency w to a depth h/H ~ 10-3 • Changes in the di­
mensions of the specimen lead to the appearance of a 
volume inertial force P ~ w2au/aH. It is natural that 
the amplitude of the excited sound is A~ I au/aH I and 
the value of I ~ A2 observed experimentally oscillates 
with half the period t.(1/H) = t./2. At a polarization 
H II j, the variable field is h l H; therefore the modula­
tion of the striction takes place because of the anisotro­
py of the extremal cross sections of the Fermi surface 
(compare with the method of angular modulation [ 13 J ). 

Thus we have succeeded in observing in bismuth 
magnetostriction that oscillates with the field-a phe­
nomenon which has already been observed by a different 
method by Green and Chandrasekhar. [ 14 J Evidently our 
method is simpler than the direct dilatometric measure­
ments, [ 14 J and gives a basis for hoping that the magne­
tostriction can be used for the study of the derivatives 
as/aa in different metals, since one can generally esti­
mate the absolute value of the oscillating striction from 
the amplitude of the effect and the quality factor of the 
resonance. However, absolute calibration of the sensi­
tivity of the circuit is necessary for this; such was not 
achieved in our experiments. It follows from a compar­
ison of the data of [ 14 J and [ 15 J that the changes of the 
resonance frequencies t.wres were determined basic­
ally by the oscillations of the sound velocity and not of 
the dimensions of the specimen. Here the amplitude of 
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the quantum oscillations of the sound velocity observed 
by us was approximately an order of magnitude larger 
than in [ 151 • Oscillations of sound attenuation were not 
seen by-us, if we do not consider the very clearly ex­
pressed modulation of the intensity of the maxima in the 
curve I(H) in Fig. 7. 

To explain sound excitation in weak fields, it is nec­
essary to find an excitation mechanism in which the 
magnetic field and the free path of the electrons are ap­
preciable. Magnetostriction is virtually absent in weak 
fields. In bismuth in this range of frequencies and 
fields, there are no electromagnetic waves. The as­
sumption that sound emission is the result of a large 
drift velocity of the electrons[ 91 is also not confirmed; 
first, the effect does not depend on the amplitude of the 
incident electromagnetic wave, at any rate in the ampli­
tude interval where we could test it (our method re­
quired that the generator be set close to the generation 
threshold, which did not allow us to increase the ampli­
tude of the oscillations in the circuit substantially); in 
the second place, the effect is undoubtedly present in 
this region of magnetic fields where () ""d and the skin 
current density is known beforehand to be insufficient 
for the excitation of Cerenkov radiation. 

Inasmuch as sound excitation is not observed in ordi­
nary metals at fields of 10-100 Oe, one can assume that 
the effect is connected in some fashion with the specif­
ics of bismuth. The bismuth spectrum has a structure 
that is characteristic for semiconductors; it consists 
of four Fermi-ellipsoids ("valleys"), located far from 
one another in momentum space. At the same time the 
current carriers in bismuth possess a path length that 
is characteristic for a pure metal and reaches 10-1 em 
at helium temperatures, so that the relation l ;:; A holds. 
Therefore, the establishment of an equilibrium distri­
bution of carriers relative to the spectrum in periodic 
fashion by a sound wave deformed in space and time can 
result not only from "intervalley" transitions, but from 
direct transfer of carriers of one valley or another into 
a region of minimum potential energy (cf., for example, 
with germanium, £161 where the intervalley transitions 
play the fundamental role). In a magnetic field H 
""10 Oe in bismuth, the relation r/A << 1 holds (r is 
the Larmor radius of the electrons). Therefore, a field 
perpendicular to the wave vector k, by eliminating the 
possibility of transfer of electrons along k, can effect 
the deformation interaction of the electrons with the 
wave. On the other hand, as shown by Kravchenko and 
Rashba/ 171 under conditions of comparatively rare in­
tervalley transitions in semimetals, the principal role 
is played by collisions of the electrons with the surface, 
and the electron distribution near the surface can differ 
from the distribution inside the metal. 

For the explanation of the role of all these factors, 

further experiments are necessary. In particular, it 
would be interesting to attempt to excite sound in semi­
conductors. 

In conclusion, a small note on the shape of the reso­
nance lines. Line inversion was observed in the range 
of fields where the derivative aR/op was negative and 
large in absolute value (the region 6 ~ d). Here ~R 
was determined not only by the transfer of energy into 
the sound wave but also by the redistribution of high­
frequency currents in the specimen, which is associated 
with the decrease in the conductivity because of sound 
excitation. 

The authors are grateful to V. Ya. Kravchenko, E. I. 
Rashba and G. I. Babkin for numerous useful 
discussions. 
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