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A theorem is derived for quantities of arbitrary physical nature, expressing the third moments of 
equilibrium fluctuations and the spectral fluctuations of first order with respect to the external 
force, in terms of the second order nonlinear susceptibilities. 

INTRODUCTION 

AT the present time fluctuation theory has investi
gated most extensively the spectral properties of equili
brium fluctuations. A decisive step in the theory of 
equilibrium fluctuations was the derivation by Callen 
and Welton[1•2l of a fluctuation-dissipation theorem, 
relating the spectral density of equilibrium fluctuations 
to the dynamical behavior of the system in an external 
field (the linear susceptibility)[3- 7J. Under special as
sumptions about the Markovian or Gaussian character 
of the processes involved, the complete theory of 
equilibrium fluctuations reduces to spectral theory[a,g] 

It is of general physical interest to establish for 
equilibrium fluctuations relations among the amounts 
of higher order involving nonlinear susceptibilities and 
the quantities which determine the nonequilibrium 
fluctuations. 

In many phenomena a fundamental role is played by 
additional fluctuations which appear in the system un
der the action of the external excitation (Mandel'shtam
Brillouin and Raman scattering, parametric fluctua
tions). It is therefore interesting to find relations be
tween the qualities which determine the additional 
fluctuations and the quantities which determine the 
dynamical behavior (i.e., the nonlinear susceptibilities). 

In the first part of this paper the third moments of 
the equilibrium fluctuations and the additional fluctua
tions of first order with respect to the external force 
are expressed in terms of the quantities determining 
the dynamical behavior of the system (nonlinear sus
ceptibilities of the second order in the force). 

In the second part the general equations are applied 
to electromagnetic fluctuations. In particular, the 
parametric fluctuations are considered which were 
experimentally discovered by Harris, Oshman and 
Byer[Io] and Akhmanov, Fadeev, Khokhlov and 
Chunaev[111• 

In the third part general relations are found between 
the nonlinear susceptibilities of third order in the ex
ternal force and the additional fluctuations of second 
order. 

All possible particular cases are considered for the 
general formulas, as well as symmetry relations. In 
the case when there is a resonance only for the differ
ence frequency, the general relations go over into the 
formula obtained by Fain and Yashchin [I2l. 

The fourth moments of equilibrium fluctuations are 
expressed in terms of quantities which determine the 

additional fluctuations of second order in the external 
force. 

1. BASIC DEFINITIONS 

We consider an arbitrary system described by 
quantum mechanics, subjected to an external perturba
tion of the form 

V(t) = -Xafa(t), (1.1) 

where Xa is a physical quantity describing the system 
and fa( t) is a given external field. 

The expectation value of Xa at the instant t under 
the action of the perturbation (1.1) will be denoted by 
( Xa ( t ) ) . The brackets ( ... ) denote aver aging over 
an equilibrium state, described by the density matrix 
of a canonical ensemble1>: 

Po= exp{- ~- (3Co- F) } (1.2) 

where :Je0 is the Hamiltonian of the unperturbed system; 
f3 = n/kT; k is the Boltzmann constant and 1i is Planck's 
constant. xlf (t) is an operator in the Heisenberg pic
ture 

XJI(t) = S-1(t)Xa(t)S(t), (1.3) 

where S(t) is the time evolution operator, related to 
the external perturbation (1.1) by means of the for
mula2> 

• f } 
S(t)=Texp{--7t) dt'Xa•(l')fa•(t') , (1.4) 

-00 

Xa(t) is the o~rator Xa in the interaction picture. 
Assume ( Xa ( t)) to be expanded in powers of the 

external field fa(t ). Then in first order in the field we 
obtain the linear response or reaction function 
(/lab(t, ti), in second order we obtain the nonlinear 
response of second order (/labc(t, t1, t2), etc. 

(XJI(t)) = r dltfJ!ai,(U,)/b(tt) + r dt, fdl2fJ!abc(t,t,,t2)!b(t,)j,(to)+ ... 

(1. 5) 

1lWe assume that the external field fa(t) is switched on adiabatically. 
For t =- oo the quantity fa(- oo) = 0 and the system is in the equilibrium 
state (1.2). 

2lT is the time-ordering operator which arranges the operators be
longing to earlier times to the right of operators defined at a later time 
( cf., e. g., [ 13) ). 
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similarly we obtain a more detailed description of the 
system if we define the function 

'I'abH(t, It)= 1!2([XaH(t), XbH(tt)]+>· (1.6) 

The function (1.6) determines the correlation proper
ties of nonlinear fluctuations. 

We assume that (1.6) may be expanded in powers of 
the external field: 

"" 00 

+ ~ dt, ~ dt3 'l'alwl(t, ft. f,, 1,)/,(t,)/d(t,)+ ... (1.7) 

The first term in (1.7) determines the correlation 
properties of equilibrium fluctuations, '~~<abcCt, t1, t2) 
determines the nonequilibrium fluctuations to first 
order in the field, etc. By analogy with (1.6) one may 
define the moments of higher-order fluctuations. In 
the present paper however we restrict ourselves to the 
consideration of correlation properties of the nonequi
librium fluctuations. 

We now go over from a temporal description to a 
spectral one. We define the Fourier transforms of the 
reaction functions 'Pab(t, tr), 'Pabc(t, t1, t2 ), ... and 
of the functions '~~<ab(t, ti), '~~<abc(t, t1, t2 ), ... by means 
of the relations 3 >: 

00 

Xab(w)=) dre'"'''l'ab(t), (1.8) 

.. .. 
J(ab<:( Wi, W2) = ) d"tt ~ dt2 ei"''''+iw,r, <jlabc("ti, '1:2), (1.8') 

co 

lPab(w)=) dre'"'''I'ab("t), (1.9) 

Here Xab( w) is the linear susceptibility, X abc( w r, w2) 
is the nonlinear susceptibility, or cross- susceptibility 
of second order, etc., <I>ab( w) determines the spectral 
intensity (density) of the equilibrium fluctuations, 
<I>abc( w r, w2) describes the spectral properties of the 
second order nonequilibrium fluctuations, etc. 

The inverse Fourier transform, e.g., of (1.9'), has 
the form: 

2. THE CAUSAL NONEQUILIBRIUM GREEN'S 
FUNCTION 

(1.10) 

Further we must write the reaction and fluctuation 
functions in such a form that use can be made of the 
information following from the thermodynamic equili
brium condition, and from the symmetry of the equa
tions of motion with respect to time reversal. 

3lOwing to the temporal homogeneity of an equilibrium system the 
reaction and fluctuation functions depend only on time differences Ti = 
t- ti(i = I, 2, ... ). We shall call the functions 'i'abc(t, t 1 , t;) etc. fluc
tuation functions. 

We show that the dynamic behavior of the system 
and the fluctuations defined by (1.6) are described by 
the causal Green's function: 

Galf(t, It)= _i_ (T[XaH(t), XbH(tt)J) 
fl 

i . i 
=- (Xa"(t)Xb"(tt)) '11 (t- t,) + --(Xb"(t,)XJl(t)) 'll(t,- t) 

fl fl 

i i = 2fl ([XaH(t),XbH(tt)J_) sign(!- It)+ 2fl ([XaH(t),XbH(tt)]+), (2.1) 

where 
( 1, t-It> 0 

rJ(l-lt)=• 
~o. t- t, < o 

is the Heaviside step function; 

sign(t) = TJ(T) -rJ(-1:), 

and 

(2.2) 

(2.2') 

rJ(t) + TJ(-t) = 1, sign (t) ·sign (t) = 1. (2.3) 

We consider the change of (X~ ( t)) under an in
finitesimal change of the external field fa( t), cf. [l4J. 

We set 

fa'(t) = fa(t) + li/a(t). (2.4) 

The variation of (1.5) for a small increment (2.4) 
has the form 

co 

li(XaH(t)) = \ dlt<jlab(l,lt)6/b(tt) 

(2.5) 

By definition the coefficient of ofb(td is a functional 
derivative. Thus 

or 

where 

'l'ab(l,lt)= 'l'ab'(t,tt) li~O, 

1 li<pabH(t, It) I 
'I' abc ( 1, It, i2) = 2 ! 6/c ( t,) J~o' 

(2.6) 

(2.7) 

Let us find the explicit form of the function (2. 7). 
For this purpose we compute the variation oS of the 
S matrix (1.4) for an infinitesimal variation of f( t), 
(2.4). We have 

. t 

llS(t) = T {6 [expT) dt' Xa•(t')fa•(t') ]} 

• t 

= ~' dt' li!a•(t')S(t, t')Xa•(t')S(t') 
fl· 

• t 

=~) dt'lifa•(t')T[S(t)Xa•(t')]. 
-oo 

This leads to (cf. Eq. (2.18)) 

(2.8) 
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The functional derivative of the inverse S matrix can 
be determined from the unitarity condition 

S-'(t)S(t) = 1; (2.10) 

we obtain 

6(S-'(t)) = -S-'(t) 6S(t) S-'(1) 
6fo(lt) 6/o(t,) 

i H 2 ) =-f!xb (t,)S-'(t)'l(t-t,). ( .11 

Using (2.9) and (2.11) we obtain the following expres
sion for (2. 7): 

H {j (S-'(t)Xa(t)S(t)) 
'l'ab ( t, It}= .Sfo ( t,) 

i 
= h ([XaH(t), XbH(t,)J-) lJ(l- t,). (2 .12) 

From (2.12), (2.3) and the commutation properties 
it follows that the function opHb(t, t!) has the obvious 

t . a proper 1es: 

CjlabH(t, t,)- Cjlball(t,, t) = ..!._ ([XaH(t), XoH(t,) ]_), (2.13) 
fl 

<fai1'(t, tt) + <fbaH(t,, t) = ___i_ ((XaH(t), XbH(t!))_)sign(t- t,), (2.14) 
li 

<pabH(t, t,)- 'l'ball(t,, t) = ('l'abH(t, t,)+ <jlbaH(t,, t)) sign(t- t,). (2.15) 

Comparing now (2.1) with (1.6) and (2.14) we obtain 

H 1 H Ill i H (2 16) Gab (i,t,)=2[<pab (t,t,)+cpbqll,t)J+h'I'ab (1,1,). • 

Thus the real part of the Green's function (2.1) deter
mines the dynamical behavior of the system and the 
imaginary part determines the nonequilibrium fluctua
tions (1. 6). 

We transform (2.1) to the interaction picture ac
cording to (1.3) making use of the properties of the 
operator S (cf. [13 l) 

or 
S(oo, t)S(t, -oo) = S(oo, -oo), 

S-1 (t) = S-'(oo)S(oo, t), 

S(t, ti)S(t~, -oo) = S(t, -oo), t > t~, 

For t > t 1 we obtain 

GabH(t, t,) = ..!__ (S-1(t)X.(t)S(t)S-1 (t,)X,(t!)S(t,)) 
li 
i 

= h (S-•(oo)T[S(oo)Xa(t)Xb(t1)]). 

(2.17) 

(2.17') 

(2.18) 

(2.19) 

It is obvious that the result obtained in this manner 
does not depend on the ordering of the times t and t1. 
Using equations (2.9) and (2.11) for t = "" it is easy 
to find the expansion coefficients (or functional deriva
tivel) of the Green's function (2.19) with respect to the 
powers of the external field. Thus 

6GabH(t, ti) I = ( ..!._)'{ (T[Xa(t)Xo(I!)X,(t,)]) 
<'Jf,(t,) J~o \ h 

- (X,(t2)T[X.(t)Xo(t!)]) }. (2.20) 
lf'GabH(t, t,) j ( i )'{ ) 

6/c(t,).Sfd(t,) I i~o = \ h (T[X.(t)Xo(t,)Xc(t,)Xd(t,)] 

- (Xc(t,) T [X a (t)Xb(t,)Xd(t,)J)- (Xd(t,) T[X.(t)Xo (ti)Xc(t,)]) 

- (T [Xc(t,)Xd(t,)]T[X.(t)Xo (t,)]) 

(2.21) 

For the purpose of abbreviation we introduce the no
tations 

t 
- (T[Xa(t)Xb(t,)Xc(t,)]) = G (t, t~, t,), ,., 

(Xc(l,) T{X.(t)Xu(t,)J) = B,(t2; t, t,), 

__!(T[X.(t)Xb(t1)X,(t2)Xd(t3)]) = G(t,t1,t2,t,), (2.22) 
! 

i(Xc(t2)T[X.(t)Xb(t,)Xd(ta)1> = A2(t2; t, t,, la), 
i(T[X, (t2) Xd(t,) 1 T[Xa (t)Xv (ti) 1) 

- i([Xc(lo), Xd(ta)1+T[Xa(t)Xo(t,)]> = a,,(t,, t,; t, ti). 

Finally, equating the functional derivatives of the left
and right-hand sides of (2.16) and utilizing the nota
tions (2.22) we obtain the equations 

i 
Cjlabc (I, t,, /2) + <jlbac {tt, t, lz,) + h 'l' abc (I, t,, 12} 

1 
= /i2 {G(t, 11, t2 ) + B2 (t2; t, tt) }, (2.23) 

3[<pabcd(l, f1, l2, 1,)+ 'l'bacd(fl, I, l2. l,)] 
i 1 + 2/l 'l' abed (I, t,; /2, Ia) = fl3 {G (l, t,, !2, Ia) 

+ Az(t2, t, t, t3) + A 3 (t 3, t, 11, 12 ) + a 23 (t2, 13; t, t,) }. (2.24) 

For the functions occurring in the right-hand sides 
of the equations (2.23), (2.24) it is easy to write down 
relations following from the conditions of thermody
namic equilibrium and the symmetry with respect to 
time reversal. Time-reversal invariance of the equa
tions and the hermitean character of the operators Xa 
imply the following properties of the functions (2.22) 
(cf. [4,15] ), 

G(t, t 1) = ±G(-t, -11), G(t, t~, t2 ) = ±G(-t, -t 1, -12),(2.25) 
B,<-t2, -t, -t,) = ±(T[X.(t), Xb(t,)}Xc(t,)>, (2.26) 
A,(-t,, -t, -t~, -ta) = ±i(T[Xn(t), Xb(ti),Xd(t,)1Xc(t2)), (2.27) 

a2a(-t2, -ta, -t, -t,) = ±i{(T[Xa(t), Xb(t,)]T[Xc(t2), Xd(la)]> 
-(T[X.(t), Xb(t,)][Xc(t,), Xd(t,)]+)}. !2.28) 

The sign + corresponds to the case when the product 
f;a Eb . . . equals + 1. The value of Ea is + 1 if Xa does 
not change sign under time. reversal, and is - 1 if 
Xa does change sign under time reversal. 

It should be noted that from the symmetry of the 
Green's function G(T), (2.25) and of the equations 
(2.16), (2.15) for f = 0 follow the Onsager reciprocity 
relations 

(2.29) 

For definiteness we select in Eqs. (2.25)-(2.27) the 
sign +. Then the causal Green's functions (2.25) will 
be symmetric with respect to time-reversal invariance. 
The symmetric and antisymmetric parts of function 
Bz(t2; t1o ti) have, respectively, the form 

B,'(t2; t, ti) = 1/,<[Xc(t,), T[X.(t), Xb(t,)Jl+>, 

(2.30) 

In a thermodynamic equilibrium state the commuta
tor and anticommutator are related by the equation4>: 

4lThe equation (2.31) can be easily obtained from the formal resemb
lance of the evolution operator of the system, exp(-iJC0 t/h) to the density 
matrix exp (~JC0 /h) (cf. / 16' 19/). 
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([Xa,Xb(w)]+) = cth( ~;) ([Xa,Xb(w)J-), (2.31) 

where Xb( w ) is the Fourier transform of Xb(- T), 
defined by 

co 

Xb(w)= ~ d-rei•><Xb(--r). 

In analogy to Eq. (2.31) we have 

Bz'(wz; w!) = -cth ( ~;2 )Bz•(wz; wi), 

(2.32) 

(2.33) 

(2.34) 

(2.35) 

where A~ (w2; wl> w3), a~3 (w2, W3, w!) are the Fourier 
transforms of the symmetric parts of the correspond
ing functions. The proof of equations (2.33)--(2.35) 
runs along the same lines as that of (2.31). 

Writing down Eqs. (1.6) and (2.13) for f"' 0 in the 
spectral form 

!l>ab(w) = 112( [Xa, Xb{w) ]+), 

Xab (ul )- Xba * ( w) = _i__ ([X a, Xb (w) J_) (2 .36) 
fj 

and utilizing the relation (2.31) we obtain the funda
mental theorem of Callen-Welton 

(2.37) 

Utilizing the Onsager reciprocity for Ea Eb "' 1, we 
obtain 

ll>ab(w) = cth(~w I 2)/ix"ab(w). (2.37 1 ) 

The Callen-Welton theorem relates the spectral in
tensity of equilibrium fluctuations and the linear sus
ceptibility which determines the dynamic behavior of 
the system in a weak external field. 

3. A FLUCTUATION-DISSIPATION THEOREM FOR 
MEDIA WITH QUADRATIC NONLINEARITIES 

We rewrite the symmetric and antisymmetric parts 
of the equation (2.23) in the spectral form5 >: 

ix.fc(u:t, wz) + i;(b~e(wo, wz) 

-~!l>;~c(wt;toz)= h12 Bz•(w2;wi). (3.2) 

Separating here real and imaginary parts we have 
1 I 1 I 

Xabc(W!, wz) + ';(bac(Wo, wz) =hi G (w1; Wz) 

1 ' + fj2 Bz'(wz;w!), (3.3) 

(3.4) 

" # 1 '~ Xabc ( Wt, Ulz} + ';(bac ( Wo, Wz) = hi Bz ( Wz; W!), (3.5) 

5lSince the functions <Pabc(T1 , T 2 ) and '1tabc(T1 , T2 ) are real, the 
Fourier transforms of the symmetric parts are real and those of the anti
symmetric parts are purely imaginary. 

<D I ( ) 1 G" 1 1,. (3 6) abc w,;wz =T (w~,w,)+TB' (w,;w,). • 

The remaining equations are obtained from (3.3)-(3.6) 
by cyclic permutation of the indices a, b, c and simul
taneously of the frequencies wo, w 11 w2. 

Due to the homogeneity in time of the system we 
have 

Wo + Wt + W2 = 0. (3.7) 

The spectral decomposition of the functions B and G 
(cf. Appendix imply the relations 

Bo1"(wo; wz) +Bt 1"(w,; wo) +Bz1"(wz; w,) = 0, (3.8) 

Bo"'(wo; wz) +Bt"'(w,; too} +Bz"'(wz; Wt) +G"(wt, wz) = 0. (3.9) 

Utilizing (2.33) we can rewrite the relation (3.8) in the 
form 

where 

Bo1'(wo; wz) = 1/.<[Xa(wo), [Xb, X,(wz)]+]+>, 

Bt 1'(w,; wo) = 1/.<[Xb(w,), (X,, Xa(wo)]+]+> (3 .11) 

are the symmetrized third moments which determine 
the equilibrium fluctuations. More details on this sub
ject can be found in the paper by Bernard and CallenP7 l. 

Let us find a solution of the system (3.3)- (3.6). 
Eliminating between (3.3) and its cyclic permutations 
the function G1 (w 11 w2 ) and substituting B~s(w 2 ; w1 ), 

B~s(w 1 ; w 0 ) into the relation (3.10), we obtain 

1 4 ([Xa, [Xb (wi), X,(w,)]+l+) 

( 
~WO \ 1 I ( ~Wz ) 

= h2 cth 2 )P12 [Xabc(w!o Wz)- ';(bac(Wo, wz)] cth \2 (3.12) 

where P,2 is the permutation operator of bw ,, cw2. 
The expectation value of the cube of Xa is given by the 
integral 

1 ( ~W2 ) ( ~(W! + Wz) ) -xaaa(Wt,Olz)]cth ,-2- cth --2--- (3 .13) 

Thus, the third moments of the equilibrium fluctua
tions are determined by the nonlinear susceptibilities. 

We establish relations between the nonlinear sus
ceptibilities and the functions of fluctuations. Substi
tuting (3 .12) into the equation 

If 1 1 1 ( ~(J)O) 1 ll>bca(wz; wo)=- TEo "(<u1; wz)= ~~-th 2 Bo '(wl; wz), (3.14) 

we have 
If I I ( ~Wz) !l>bca ( Wz; wo) = hP!z!Xabc( Wt, wz)- 'Xbca ( Wz, Wo)] cth , 2 . (3.15) 

The equations (3.5), (3.6), (3.9) also imply 

!Db~a (wz; Wo) = hPtz!x:bc (Wt, Wz) + x:!ca ( Wz, Wo}) cth (~wz/2). (3.16) 

Together the formulas (3.15) and (3.16) become 

!l>bca(blz; Wo) =- inPd'Xbca(Wz, <uo)- X:bc(ult, Wz))cth(~wz/2). (3.17) 

Two other relations are obtained from (3.17) by 
means of cyclic permutations of w0a, w,b, w2c. It is 
easy to invert the relations (3.17) and to express the 
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nonlinear susceptibilities in terms of the fluctuation 
functions. 

If the quantities Xa change sign under time re
versal, (3.17) is replaced by 

$b,·a (w,; <uo) = - iliP,, [Xbca ( w,, wo) + X:bc( W1, «l2)] cth(~w,/2). (3 .18) 

In the special case Wo = 0 ( w 1 = -w2 = w ) (3.17) be
comes 

<Puca (w; 0) = li cth (~w/2) zx;~. ( w; 0). (3.19) 

Defining the susceptibilities and fluctuations in the 
presence of a constant external force fa( 0), we find 
that (3.19) coincides with the Callen-Welton formula 
for a system in a constant external field6> (cf. r1sJ): 

<Pbc(w; fl) = li cth (~w /2)x"bc(w; f0). (3.19 1
) 

In the limiting case kT » liw we have coth (f3w/2) 
;:::j 2kT/liw and the equation (3.12) takes the form 

(X X ( )X ( )) =(ZkT)'P X~ac(wo,w,)-X~bc{<U!,w,) 
a 0 w, c W2 12 <U,(w, + w,) (3.20) 

In agreement with the classical nature of the fluctua
tions Planck's constant cancels out in (3.20) and the 
correlation function does not depend on the ordering 
of Xa, Xb, Xc-

When none of the frequencies Wo, w 1, w2 vanishes, 
Eq. (3.20) can be rewritten in the form 

[ x:bc ( <U!, <U2) 
(XaXb(W!), X,(w,)) =- (2kT)' ~-----

. ·ffitW2 

(3 .21) 

If the condition kT » liw is valid for all relevant fre
quencies (i.e., when x~bc(w1, w2) is significantly dif
ferent from zero) one may go to the classical limit 
in Eq. (3.13): 

1 ~ P ~ p I 

<Xa3) =- 2(kT) 2 - ~ -d<U! ~ -dw,Xaaa(w,, w,) 
rt2 -oo <Dt -= W2 

100 ~ p p p 
-(kT)'-~ dw,~ dw,~(-+-)xaaa(w,,w,). (3.22) 

.:rt2 -oo _ 00 ·Wo Wt W2 

Taking into account the operator identity 7> 

_ ~( __!'_ + ~) = ~ ~ + n21l(w 1)6{w2) 
Wo <Ut W2 '(Dt ffi2 

(3.23) 

and utilizing the dispersion relation[ 12 1 

1~P rP I st -- -d<U!J -dw,Xaaa(w~,w,)= Xaaa(O,O), 
:t2 • (•)f W2 

(3.24) 

we find 

(3.25) 

6lEquation (3.19') agrees with the derivation of the fluctuation-dis
sipation theorem for stationary states in the paper of Grafov and Levich 
;1s;. 

7lThe identity (3.23) is a consequence of the relation 
l](t, -'-T,)l](t,) + lJ(tz-TJ)l](T,) = 1J(It)Y)(t2) 

or in spectrally decomposed form 

1 1,1 1 11 
~ w0 + ie Wt + ie -r - Wo + ie ffi2 + ie = 001 + ie 002 + ie • (*) 

Utilizing the equality 1/(w + ie) = (P/w)- i1r.S(w), the real part of(*) 
yields (3.23). 

This result should follow from classical considera
tions. 

Let Xa be a classical quantity (cf. [191 ). The 
density matrix of the canonical ensemble in the pres
ence of a time-independent perturbation V = -Xafa 
has the form 

{ 1 - l 
p = exp - kT (ifeo- faXa F) f. 

From the definition of the static susceptibilities 

<Xal = Sp(pXa)= x:!(O)/a + Xa~a(O, O)f,da + · · · 

(3.26) 

(3.27) 

we obtain a result in agreement with equation (3.25): 

st d2 [Sp (pXa) ]I (Xa3)o 
2Xaaa(O,O) =--;jj.-2 - fa~o = (kT)' ' 

or 

(X/) 0 = 2(kT) 2X~~a(O, 0). 

The formulas obtained above can be reformulated in 
the form of the following theorem. 

The moments of the equilibrium fluctuations, 
Y4([Xa,[Xb(wt),Xc(w2)].].) and the fluctuation func
tions <l>bca( w2; Wo) are determined by the nonlinear 
susceptibilities Xabdw1, w2 ), i.e., the dynamical be
havior of the system. This relation is given by Eqs. 
(3.12), (3.17) and (3.18). The expectation value of the 
cube of the quantity Xa is given by the integral (3.13). 
Conversely, the nonlinear susceptibilities X abc( w 1, w2) 
are determined by the fluctuation functions 
<~>abdw1; W2 ). 

In a subsequent paper we apply the given theorem 
to electromagnetic fluctuations. It turns out that in 
the general case (and not only for a transparent 
medium) the parametric fluctuations are determined 
by the nonlinear susceptibilities. 

In conclusion, I use this occasion to express my 
deep gratitude to V. M. Fa'in for proposing to study 
this problem, and also to v. B. Tsaregradski1 and 
M. A. Novikov for discussions and their interest in 
this work. 

APPENDIX 

The spectral representations for the functions B 
and G follow from the definition of the T-ordering 
operator, in terms of the step functions (2.1), (2.2) and 
their Fourier representation (cf.[ 18 l): 

i "" p 
sign ( 't) = -;;- J~ dQ' g;- e-iC't. 

For instance, for (2.30) we find 

1 
B,•( <U2; wi) = 4 ([X,( w2), [X., Xb ( wi)]+l+) 

Whence 

(A.1) 

(The Fourier transforms of the correlation functions 
are real for EaEbEc = 1, cf.r 181.) 
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Considering that 

Bz'"(w2; Wt) = 1/.<[X,(w2}, [Xa, Xb(Wt}]-J+>, (A.5) 

one checks directly that (3.8) is valid. 
The proof of (3.9) follows from (A.4) and the spec

tral representation for G" ( w 1, w2): 

-G"(w~,w2)=P~(.c!41 ~ dQ,~ ([X,(w2}[XaXb(Q!)]_]+)= 
J( _ 00 Wi - ~~1 

where P~~cl is the operator of cyclic permutations 
Oa, lb, 2c. 
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