
SOVIET PHYSICS JETP VOLUME 28, NUMBER 2 FEBRUARY, 1969 

INTERACTION OF ELECTRONS WITH PARAMAGNETIC IMPURITIES IN SUPERCON­

DUCTORS 

S. L. GINZBURG 

A. F. Ioffe Physicotechnical Institute, USSR Academy of Sciences 

Submitted February 27, 1968 

Zh. Eksp. Teor. Fiz. 55, 732-742 (August, 1968) 

We obtain the scattering amplitude of electrons in superconductors with paramagnetic impurities. We 
consider the influence of paramagnetic impurities on the temperature of the transition of the metal into 
the superconducting state and on the gap at zero temperature. We show that the transition temperature 
and the gap at zero temperature increase when the impurities are introduced if the exchange part of the 
interaction is negative and the temperature of the transition into the superconducting state is low com­
pared with the characteristic Kondo temperature. 

WE consider in this paper the influence of paramag­
netic impurities on the change of the temperature of 
transition of a metal into the superconducting state and 
on the change of the gap at zero temperature. This 
question was first considered by Abrikosov and 
Gor'kovl11 • In [lJ, the cross section for the scattering of 
an electron by an impurity, which must be known to solve 
the problem, was calculated in first order of perturba­
tion theory. Recently, however, it became clear that 
perturbation theory is not applicable to the case of the 
scattering of a conduction electron l21 • In the present 
paper the problem is solved with the aid of a dispersion 
method. It is shown that the transition temperature and 
the gap at zero temperature increase when the impuri­
ties are introduced if the exchange part of the interac­
ticm is negative, and the temperature of the transition 
into the superconducting state is small compared with a 
certain characteristic temperature first introduced by 
Kondol21 • On the other hand, when the exchange part of 
th•~ interaction is positive or the exchange part of the 
interaction is negative but the transition temperature is 
large compared with the characteristic Kondo tempera­
ture, the results ofl11 are obtained, namely that the tran­
sition temperature and the gap at zero temperature de­
creases. 

Maleev[3l has shown that in the case of negative ex­
change part of an interaction, the non-exchange ampli­
tude for the scattering of electrons in the normal metal 
on the Fermi surface is close to its maximum possible 
value ip(/ (po-Fermi momentum). It is essentially this 
circumstance which leads to an increase of the transi­
tion temperature and of the gap in the superconductor. 

The amplitude of scattering of a conduction electron 
by a paramagnetic impurity in a superconductor was cal­
culated by Maki l41 • However, the formulas by him are 
complicated and difficult to visualize. Furthermore, the 
equations obtained by Maki have incorrect analytic 
properties (energy pole on the physical sheet). In the 
pr•~sent paper we use a different solution method, sim­
ilar to that used by the author to calculate the scattering 
amplitude in a normal metal [SJ. The problem will be 
solved for the case of zero non-exchange part of the 
interaction, and for integer spins. The generalization 
to the case of half-integer spins can be readily per-
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formed in the manner used by the authorl51 for the 
normal metal, but the formulas obtained thereby are 
very cumbersome and difficult to use for concrete cal­
culations, and will therefore not be written out here. 

Maki has shownl4 l that when a= 0 (a and b-non­
exchange and exchange Born scattering amplitudes) 
there are four independent scattering amplitudes t± and 
T±, for which there exist unitarity conditions 

Im t± = {Jt±l 2 + s(s + 1) i-r±I 2}Re g±, 

Here 

g± = Po(w ± ~) I '/w2 - ~2, 

w-energy reckoned from the Fermi surface, ~-gap, 
and T-temperature. We shall henceforth consider only 
the case when lpob I « 1. 

We introduce the functions 

U± = (1 + 2ig±t±) h±• 

From (1) we readily get 

(2) 

u±(w+ib)-u±(w-ili)=2iReg±·th2;. (3) 

Formula (3) determines uz accurate to a rational func­
tion P(w): 

. 2 "" dw' 
u±=P(w)+!g±-- 5 -,--n(w')Reg±(w'); (4) 

n w -w 
-EF 

n(w) = (1/2)[1- tanh(w/2T)]-Fermi distribution func­
tion. From (4) and from the definition of gz in (1) we see 
that u± are analytic functions with a cut on the real axis 
at lwl > ~-

Let us assume that near the Fermi surface, P(w) is 
constant, and we choose it from the condition that when 
~ - 0 the functions u+ go over into the known expres­
sions for the normal metal. When lpobl « 1 we get[3,SJ 
P(w) = b-\ and then 

1 . 2 ""s aw' ') R , U±= -+ !g±-- ---n(w eg±(w ). 
b 3't -EF ro'- (I) 

When T = 0, the integral can be readily calculated 
and we have 

(5) 
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1 2p0 6. { 2 w + l'w2- 6_2 . } 
u±=---ln-+g+ --ln +z . 

b :1 2EF - :rt 6. 
(6) 

In the derivation of (6) we took into account the fact that 
EF >> ~- It is convenient to introduce in lieu of u.± the 
dimensionless functions .P± : 

Ill± = U± I 2ig±. (7) 

From (6) and (7) at T = 0 we get 

i Po i w + l'ro2- 6.2 1 
ll>+ =---+-In +-

- :rth K± :t t. 2 ' 

h = 2pob ( 1- 2po~ln~r. (8) 
:n; \ :t 2EF 

We now proceed to calculate the amplitudes. We in­
troduce new functions 

(9) 

From (2), (7), and (9) we readily obtain 

(10) 

The unitarity conditions for Q+ are obtained from form-
ula (1): -

1 
IQ±Ia= lct>±i2+s(s+ 1) (11) 

Formula (11) defines Q= accurate to a factor with unity 
modulus on the cut. 

We first find the amplitudes at zero temperature. 
We note first of all that the unitarity condition (1) is 
very similar to the corresponding unitarity condition 
for the normal metal inr5 J. Therefore the solution is 
also very similar to the solution obtained for the normal 
metal. We shall not duplicate here the derivation given 
inr5J, and write out the answer immediately. We con­
sider only the case of integer spin. 

Then for T = 0 we have 

Q±(s) = ~D±(s), JD±(s) 12 = 1, 
<I>±+ s 

D;t(s) is a unimodular function. 
It is easy to verify by direct substitution that the Q± 

determined in this manner satisfy the unitarity condi­
tion (11). We write out CfJz for the cases s = 1 and 2: 

(12a) 

We now proceed to determine D±(s). lnr5 J we deter­
mined D from the conditions of analyticity with respect 
to energy and spin. It was shown there that in order for 
the amplitudes to satisfy the necessary spectral repre­
sentations and to be analytic in the spin, D+ must be 
constructed in such a way that Q± have no zeroes or 
poles at complex values of the energy. The poles of the 
amplitudes for real w, when lw I < ~, do not contradict 
the spectral representations and the unitarity conditions, 
and therefore in general it is not necessary to exclude 
them. 

Let the function CfJ+ have a pole at the point wo. In the 
cases which we shall consider, wo turns out to be pure 
imaginary: Wo = it:o. It is easy to show that the point 

w = wci' is also a pole of the amplitude. In this case, 
obviously, the expression 

l'~-iN+&-
'1'+ 

l'w•- 1\2 + il'eo2 + 1\2 

has no poles and satisfies the unitarity condition and 
all the analyticity properties. It is possible to exclude 
in the same manner also the zeroes of CfJ± lying on the 
imaginary axis. 

From (12) we see that in order to find the zeroes and 
the poles of CfJ±(s) we must find the roots of the equation 

(13) 

where n is an integer. The solution of (13) is in general 
difficult, so that we shall consider several particular 
cases. 

Let lhl « 1, and we get from (8) and (13) 

i Po i w+l'w2 -i\2 1 
---+-In +-;-±n = 0. (14) 

rrh g± n ~ 2 

when lh I « 1, the first term is much smaller than unity 
everywhere except in a small region near the Fermi 
surface lw- ~I «~,where g!1 can vanish. But in this 
region the logarithm is much smaller than unity, and 
(14) yields 

i Po 1 ---+-+n=O 
rrhg± 2- · 

(15) 

Taking into account the definition of gz(1), we can readily 
show that (15) has a solution only at real values of w in 
the interval-~ < w < ~. On the other hand, the zeroes 
of (13) at such values of w are of no interest to us. Thus, 
in the region where the logarithm is on the order of 
unity, Eq. (14) has no solution in the region of interest 
to us. 

Let us consider now the region lw I » ~. In this 
region we get from (14), taking (1) and (8) into account, 

t i (J) 1 
--+-ln-+-±n=O. (16) 

2pob :rt EF 2 

It is easy to see that this equation has when b < 0 a root 
only if n = 0. This root equals 

ro = ± ie0, eo= EFexp(--~- ). (17) 
2prl bj ' 

When b > 0 we obtain a root at lw I» EF, and in this 
energy region all our formulas are not valid in general. 
In the energy region of interest to us ( lw I ~ Eo) at b > 0 
Eq. (16) has no solutions. All the arguments presented 
above are true, naturally, only if 2 Wo >> ~. If 2 wo « ~ 
then, as seen above, Eq. (13) has no solution in the 
region w ~ Eo << ~. 

Let us see now in what cases do we get !hi« 1. It is 
seen from (8) that when b > 0 we always have lh I « 1, 
since lpob I « 1. When b < 0, the formula for h from (8) 
can be rewritten in the form 

( 1\ )-1 
h=- ln- . 

' 2eo 
(18) 

It is clear that when I~ I » 2 Eo and I~ I « 2 Eo we have 
lhl « 1. 

Thus, we have obtained the following result: Eq. (13) 
has no solution when b > 0, and also when b < 0 but 
~ » 2 Eo; Eq. (13) has a solution at n = 0 and w = ± iEo 
when b < 0 and ~ « 2 Eo. 

We now consider the case b < 0, ~ = 2 Eo. It is seen 
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from (18) that in this case h = oo and Eq. (13) assumes 
the form 

i w+l'w2 -L\2 1 
-In----+-± n = 0. 
:t A 2 

(19) 

It has a solution only at n = 0 and w = 0, and such a solu­
tion is of no interest to us. 

As a result we get for D 

l'w2 - A2 + i l'eo2 + A2 
D±(w,s)= 

l'w2 - A2 - i ieo2 + A2 

or b<O, A~2eo, s=2k+1; 

(20a) 

"}'w2 - A2 - P/eo" -c-1" (20b) 
D±(w,s)=--= ---...:..= 

"}'w2 - L\2 + i"feo2 + A2 

or b < 0, A~ 2e0, s = 2k; 
D±(w, s} = 1 or b > 0; (20c) 

D±(w,s) = 1 
or b < 0, A >2eo or b < 0, A = 2eo. (20d) 

It is easy to see that with such a choice of D.t(w) the 
quantities Qiw) have no zeroes and poles at complex 
values of the energy in the particular cases under con­
sideration. 

Let us write out also expressions for the amplitudes 
in the considered particular cases at s = 1. From (10), 
(12), (12a) and (20c), (20d), we get forb> 0, or forb< 0 
and 6. » 2 Eo : 

1 1 
t+=-----
- 2ig± <11±2 - 1 , 

(21a) 

When b < 0 and 6. « 2 t:o we have 

(21b) T+=--
- 2ig± <11±2 - 1l'w2 - A'- i ye,' + .'!' 

Finally, when b < 0 and 6. = 2 Eo we get 

{(. i w+l'w2 -A2 1 )' }-' X --In +- -1 . 
Jl A 2 

(21c) 

Formulas (21) and (21b) are valid when lhl « 1. 
From the definition (8) of <I>! we see that we can expand 
in terms of h everywhere in the region lw I ~ 6., with the 
exception of the region lw - t.l << t. (where g~ 1 can 
vanish). We then get from (21) and (21b) when lw I ~ t. 
in the case b > 0, or in the case b < 0 and 6. » 2 Eo, 

nh 
"t±=-· 

2po ' 

and in the case b < 0 and 6. << 2 Eo we get 
nh 

1:±=--. 
2po 

(22a) 

(22b) 

In the derivation of (22b) we took into account the fact 
that (21b) is true only when 6. « 2 Eo. 

We shall also write out the asymptotic form of the 
amplitudes for arbitrary integers. From (10), (12), and 
(20a)- (20d) we can readily obtain, by expanding the am-

plitudes in powers of h for b > 0 or for b < 0 and 
6. >> 2 Eo, in the energy region lw I ~ 6.: 

n2h2 

t± = i-4 2 g±s(s+ 1), 
Po 

for b < 0 and t. « 2 Eo we have 

(23a) 

i n 2h2 nh 
t± =--i--g±s(s+ 1), 't± =--. (23b) 

g.± 4po2 '2po 

It follows from (12) that the amplitudes have poles on 
the real axis inside the gap ( lw I < t.). Obviously, these 
poles correspond to bound states of the electron on the 
impurity. Let us consider these poles in greater detail 
for s = 1. When w is real and lw I < 6., it is convenient 
to rewrite <I>! in the form 

1 l'A2 -w2 1 . w 
$+ = -- +-ai"CSIII-. 

- :crh '" ± 1 .. ""( .\ 
(24) 

From (21a) and (21b) we see that the equations for 
the bound state have the form <1> 1 ± 1 = 0. These equa­
tions have when lhl « 1 the following approximate solu­
tions: 

Wt,2 = ±A(1- :r'h" I 2). (25) 

However, within the framework of the dispersion 
method, it is impossible to ascertain whether such 
bound states actually exist. Indeed, in our case Q± was 
determined accurate to the unimodular functions D±. We 
have chosen D± such as to exclude the complex poles, 
but it is also possible to exclude the poles lying in the 
gap. For example, when we multiply the expression for 
Q! by the factor 

, _ iw2 - A" - i l"-'- w,• 
D- iw'-A'+q3.T=,,,,2·, 

(26) 

we exclude the pole at the point w 1, and then Q + satisfies 
as before the necessary unitarity conditions. Therefore 
the question of the existence of bound states cannot be 
solved within the framework of the dispersion method. 

However, the main result (the dependence of the tem­
perature of the transition and of the gap on the impurity 
concentration) is not affected by the presence or absence 
of bound states. Indeed, it is seen from (25) and (26) 
that D' differs from unity in a very narrow region 
lw - t.l ~ 6.1T2h2. On the other hand, as will be shown 
later, the change of the transition temperature depends 
on the behavior of the amplitude in a much broader reg­
ion lw - t.l ~ 6.. In this region, by virtue of the state­
ments made above, the influence of the pole of the am­
plitude is negligibly small. 

Let us consider now the amplitudes at finite tempera­
tures. In this case the Q± defined in (12) do not satisfy 
the unitarity condition. We proceed in exactly the same 
manner as in[5 J. We write for Q 1 : 

'l'±(s) (27) Q±(s)=,...--M±(s)D±(s), /D±/'= 1, 
..,±+s 

where cp! is defined in (12). The functions <I>± in (27) 
were calculated already at finite temperatures. From 
(11) and (27) we get 

I M /'- /<D± + s/' I ( ) / (28) 
± - /<D±/'+s(s+1) fJ'± s -•. 

We now choose, in analogy with the procedure used 
in [51 , M1 in the form 
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where 

-6. diD' 
ll., =- ~- ~ --1 -,---lniM±(w') I' 

4rr g±(w) (w - w) 
-·EJo, 

"" diD' 
- g± ~ -------lniM±(w') I'· (30} 

4:rt ,, g±(w') (w'- w) 

At arbitrary values of the parameters, M+ is a very 
complicated function. It is easy to show, however, as 
was done in[5J, that in the case when the quantity 

j = 2Pob (1- 2Pobln~-)-', 9 = max(T, ~) (31) 
:TI :rl EF 

is small then IMI ~ 1 + O(f4). Therefore when If I« 1 
we get at s = 1 and b > 0, orb< 0 butt:.., T » E1 (iE1-
root of the equation 4>:!: = 0 at finite T}: 

1 1 1 <I>± 
t± = 2ig~ <IJ±2 -f' T± = 2ig± :<IJ± 2 - 1 . 

When b < 0 and t:.., T » E1 we have 

1 { <I>±2 Yw2 - A2 + iye,• + ~· 1 
t± = 2ig± q;-±;:.:::. 1 yw2 - ~2 - i-ye,2 + ~2 -

1) 

1 <I>± fw2 - ~i + ife12 + ~· 
"t± = --------=====----=- --. --

2ig± <I>±2 - 1 yw2 - ~·- ife12 + A2 

(32} 

(33) 

We shall need subsequently expressions for the am­
plitudes near the transition point. Let us calculate them. 
At the transition t:.- 0, and then we get from (1) (Tc­
transition point) 

g±~Po(1±Aiw), T-+Tc. (34} 

From (5) we get 

U± = Re uo + ipo(1 ±I'! I w) th (w I 2T). (35} 

In the derivation of (35} we have neglected the real part 
of the correction, since it is small compared with the 
real part of uo = u(t:.. = 0) (it contains a small quantity of 
the type f « 1). 

At w ~ T, taking into account the form of Re u0 in the 
normal metal r5l, 

1 2p0 :rtT 
Reuo=---ln--, I(J)I<T, 

b :rt 2yEF 

In y = C ~ 0,577, (36} 

we get 

i Po 1 w 
<I>±=---+ -th-

rrh, g± 2 2.T' 

g± = Po /1 ± ~) , 
\ w 

(37) 

On the basis of all the foregoing we have near the 
transition point, from (32), (33}, and (37), 

whenb>Oor b<O, nTI2y>e0; 

:rth, 
"t'+=--

- 2po 

when b < 0, :rT I 2x~ eo. 

(38a) 

(38b} 

At arbitrary integer s we obtain from (27) in the case 
when b > 0 or b < 0 and 1TT /2y » Eo: 

rrh, 
't±=-; 

2po 

and in the case b < 0 and 1TT/2y « Eo: 

(39a) 

(39b) 

We now proceed to calculate the Green's functions. 
As is well known, the Green's functions equal[l' 4l 

G = w + s E (40) 
ffi•-3.•-s• · F =- ,;;._ 3.•- s• 

wand~ are determined from the equations (n-impurity 
concentration) 

'"W=w+xt('"W,li), li=~-xu(;;;,ii), (41) 

where 

From (23} and (39} we readily get 

;; = (J) + iy,;;; I (;;;2 - ii•) ''•, 
F.=~+ iy,Li I (;;;'- A2) '"· (42) 

Let us write out y 1 and Y2, as well as r = y 1- ")12, 

for the different particular cases. For zero tempera­
ture at b > 0 or b < 0 and t:. » 2 Eo, we have 

:rt2h2 
y,=-4 xs(s+1), y2 =-y1, f=2y1; (43} 

Po 

at b < 0 and t:. « 2 Eo we have 

{ 1 rr2h2 ) 

Yt= Po --4p.-s(s+1) IK' 

{ l rr?h2 1 
y2 = p;;-+ 4Po s(s+1) 1x, 

rr2h2 
r = ---s(s+ 1)x. (44) 

2po 

Near the transition point we obtain for b > 0 or b < 0, 
Tc >> Eo: 

n 2h12 

y, = -,--s(s + 1)x, Y• = -y,, f = 2y,; (45) 
'fPo 

when b < 0, T c << Eo 

{ 1 n 2h12 1 
Yt = ·Po- 4Po s(s+ 1) Jx, 

{ 1 rr?h12 1 
y2 = Po + 4Po s ( s + 1) J K, 

n2h12 
r =- --s(s + 1)x. 

2po 
(46) 

We now proceed to calculate the transition tempera­
ture. In r1J the transition temperature was calculated by 
summing a definite aggregate of diagrams. Instead of 
summing diagrams, we shall use a simpler method, 
which is perfectly equivalent to that used inr1J. We ex­
pand the function Fin terms oft:.. From (42}, recogniz­
ing that 

l'w2 - .112 -+ w sign Im w, ~-+ 0, 

we get 

;;; = '" + iy1 sign Im w, 
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Solving these equations, we get 

;;; = w + iv, sign Im w, 

- w + iv1 sign Im w 
~=.'1 0 

w + if sign Im ffi 
(47) 

We substitute (47) in (40) and expand G and F in terms 
of A: 

1 ~ 
0=-::..--, F=-----. 

{!)-~ - w2-!;2 
(48) 

The equation for the gap is 

d = P-IF(+O). 

Representing F in the form Fo + F- F 0 , going over to 
imaginary frequencies, integrating with respect to ~ , 
and summing over iwn, we get after straightforward 
calculations the well known formula [lJ 

lnTcO ="·(~+~l-·"(~) r T, 'I' 2 2 I 'I' 2 ' p = -;r; (49) 

(1/J-logarithmic derivative of the r-function). 
We note that if r < 0, our formulas become inappli­

cable when p ~ -1, since it turns out that w and ~ cannot 
be expanded in terms of A in this case. We shall there­
fore consider only the case lp I« 1 and 1r I« 1TTc· 
Then (49) yields 

T, = T,o- nr I 4. (50) 

When b > 0, orb< 0 and Tc >> Eo, we get r > 0 and 
consequently Tc <Teo· When Tc >> Eo, as seen from 
(37), h1"" 2pob/1T and we get from (44) 

r = 2pob2s(s + i)x. (51) 

Substituting (51) in (50), we obtain the same result as 
in [lJ (we recall that we are considering the case when 
the non-exchange coupling constant vanishes). 

When b > 0, orb< 0 and Tc >> Eo, we have from (37) 
and (44) 

l 2pob nTc J-2 

f=2p0b2s(.•+1) 1--01-ln ZyEF x. (52) 

In the case b < 0 and Tc « Eo, as seen from (45), we 
get r < 0, and consequently Tc > Teo· Then r equals 

[ 2pob nT, J-2 
f=-2p0b2s(s+1) 1-~-ln--- x. 

rt 2yEF 
(53) 

We now consider the change of A at T = 0. Again we 
confine ourselves to small concentrations (lr I« A). 
Duplicating verbatim the derivation given in[11 , we get 

d =do- nr /4. (54) 

We see from (44) that r < 0 when b < 0 and A« 2 Eo, 
and the gap increases in the presence of impurities. We 

shall not write out the formulas for r in different limit­
ing cases, since they are perfectly analogous to form­
ulas (51)-(53), if we replace in them 1TTc/r by A. 

Thus we see that at a negative coupling constant and 
a low transition temperature (compared with the Kondo 
energy), the transition temperature and the value of A 
at T = 0 increase when paramagnetic impurities are 
introduced. 

From the derivation of the formula for the change of 
the transition temperature we see that the increase of 
the transition temperature is connected with the asymp­
totic form of t, given in (38) and (39), namely with the 
fact that the term proportional to g± has at b < 0 and 
T c << Eo a sign opposite to that in the case b < 0 and 
Tc >>Eo, or else when b > 0. Let A= 0, and then (38) 
and (39) take on the form 

n2h,2 
t+= L= i--s(s+1) 

4po 

when b > 0 or b < 0, T >eo, 

i n 2h,2 

t+=L=--i--s(s+1) 
Po 4po 

whenb < 0, T~ eo. (55) 

The second term in the second formula of (55) must 
be negative, since p()1 is the maximum possible value of 
the negative part oft., at A = 0, compatible with the 
unitarity condition (as is customarily said, t = ip01 

saturates the unitarity condition). On the other hand, it 
is precisely the negativity of this term which leads in 
final analysis to the change of Tc obtained above. 

It is shown inr31 that the solution (54) for a normal 
metal leads to the maximum resistance that is experi­
mentally observed in many cases. We see therefore that 
the dependence of T c and A on the concentration of the 
paramagnetic impurities derived in the present paper is 
very closely related with the maximum of the resistance 
of the normal metal. 

In conclusion, the author is grateful to S. V. Maleev 
for a large number of interesting discussions. 
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