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Solutions of transition metals in which impurity ions form magnetized localized states are in­
vestigated. The localized states are described within the framework of the Wolff model but ac­
count is taken of the degeneracy of the band and of the interaction between the collectivized 
electrons. 

INTRODUCTION 

1 T is well known that in a series of solutions of para­
magnetic ions in nonmagnetic metals the magnetic 
properties of the impurity centers are determined by 
the magnetization of the localized impurity states. 
Such are, for example, solutions of 3d ions in 4d 
metals. lll 

One of the models of the magnetized localized state 
was formulated in Wolff's paper.CaJ Briefly it can be 
described in the following way. 

A system of collectivized electrons described by a 
set of Bloch functions irk ( r) -eigenfunctions of the 
Hamiltonian ift0 -is perturbed by the impurity ion which 
has penetrated into the matrix. It is assumed that be­
cause of the difference in the Coulomb charges of the 
impurity ions and the matrix, and the interaction be­
tween the electrons scattered by the impurity there 
appears a spin-dependent potential V (] which perturbs 
in a different way electron states with spin "up" and 
"down." Therefore the eigenfunctions of the perturbed 
Hamiltonian WkCJ ( r) turn out to be different for differ­
ent orientations of the electron spin, Wk t ( r) 
f Wk ~ ( r). If the scattering by the impurity potential is 
of a resonance nature and the perturbation is concen­
trated in a sufficiently narrow energy interval, then 
one can speak of the appearance of virtual impurity 
states split according to the spin-localized states­
with ~n1 and ~n2 electrons respectively. (The sub­
script 1 denotes the lower energy state.) It can occur 
that the localized state turns out to be magnetized, i.e., 
it turns out that ~n1 f ~n2; there will then appear in 
the space around the impurity an excess of electrons 
with a given spin orientation, and a so-called localized 
magnetic moment will appear on the impurity ion 

(g is the spectroscopic splitting factor, and J..I.B is the 
Bohr magneton). 

The described model is based on a number of ap­
proximations. It is assumed that all electrons outside 
the closed ion shells are collectivized, that they are in 
a nondegenerate band, and that the perturbation potential 
is concentrated at the impurity site. In this paper there 
are two departures from the indicated scheme: account 
is taken, first, of the band degeneracy, and second, of 
the interaction between the collectivized electrons. 

The presence of localized magnetic moments is 
manifested at small concentrations of the solutions [l] 

when one can neglect the direct interaction between 
impurity centers. The lack of correlation in the occu­
pation of virtual states in various impurity centers and 
the absence of a preferred direction lead to the circum­
stance that various orientations of the localized mag­
netic moment become equally probable. 

Switching on an external magnetic field H produces 
a preferred direction, and the average magnetic mo­
ment of the impurity center ( J..L) becomes different 
from zero. It results in the appearance of an additional 
contribution to the magnetic susceptibility of the solu­
tion which can be defined as 

. No(f.L) 
Ximp=hm-H , 

H~ 
(1) 

if account is taken of the additivity of the contributions 
from different centers (No is the number of impurity 
sites per unit volume). 

The purpose of our work is the investigation of the 
impurity part of the susceptibility of solutions when 
the magnetized localized states appear in a system of 
interacting collectivized electrons in a degenerate 
band. 

DETERMINATION OF THE AVERAGE VALUE OF THE 
LOCALIZED MAGNETIC MOMENT 

Let us first consider the case of a nondegenerate 
band. The Hamiltonian of a perturbed crystal in the 
representation of second quantization of the system of 
unperturbed functions in site space is written in the 
form 

3(0 + V0 = ~EO(r;- r;.)a;•a+a;a + Voo0aoa+aoa, 
if a 

where V~o is the matrix element of the perturbation 
potential 

EO(r;- r;•) = ~ ~ EkOe-ik(r;-•;•>, 
k 

(2) 

a{CJ and a_jCJ are the creation and annihilation operators 
of a state described by a Wannier function of the j -th 
site w ( r - rj ) which is related to the "unperturbed" 
and "perturbed Bloch" functions: 

w(r- r;) = ____;__ ~ e-ikri'l'kO(r), 
yN k 

1 -
w(r- r;) =--=-~ Uka(r;)'I'I<a(r), 

yN t 

(3) 

(3') 
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and N is the total number of sites. 
The same Hamiltonian is diagonal in momentum 

space in the representation of perturbed 'llka ( r) func­
tions: 

!!( = ~' E ... b._0 +b .... ... (2') 

Here bka and bka are creation and annihilation oper­
ators of "perturbed Bloch" states. They are related 
to the operators aja and aja according to formula (3') 
by the equation 

Taking into account this relation, the Hamiltonian 
can be represented in the following form: 

where 

:JC = ~ a;•o+~;o ~ Egjf(E)dE, 
j)'q 

(4) 

(5) 

1 
gjf(E) = N- ~ Uko(r;•) U:ka(r;)I\(E- Eka) (6) 

k 

is the so-called "normalized density-of-states func­
tion." L3 J It can be shown that the function gf'j (E) can 
be represented in the form of a sum of two terms 
gf'j (E) = gj 'j (E) + ~ gf'j (E), the first term describing 
the unperturbed matrix and the second term being 
connected with the energy distribution of electrons in 
localized states. This connection is expressed in the 
following form L4 J: 

11nt = ~ ~ 11g;/(E)dE. (7) 

Here EF is the Fermi level and the superscript 
f = 1, 2 enumerates the localized states of an individual 
impurity center. 

As a result of breaking up the function g (E) the 
unperturbed and impurity parts are also separated in 
the Hamiltonian (5). 

The unperturbed part can be reduced to diagonal 
form 

:JC0 = ~ Ek0a ... +ako 
ka 

(8) 

(aka and aka are creation and annihilation operators 
of Bloch states). As regards the impurity part, it 
must be somewhat transformed. 

The perturbation produced by the impurity ion ex­
tends to the surrounding nonimpurity sites.L4 J In other 
words, the "localized" magnetic moment turns out in 
essence to be smeared out in the space around the im­
purity. ·Nevertheless, in a series of experiments the 
total moment of an individual magnetized region mani­
fests itself as a single entity. This means that the oc­
cupation number operators of individual sites, nja 
= aj a aj a, for localized electrons are not independent. 
Therefore, if we take into account as a first approxi­
mation only diagonal elements of the functions ~ gf ( E ) 
and introduce "the mean energy of electrons in the 
f-th virtual impurity state" 

ey ep 

Et = ~ E ~11g;/(E)dE I~ ~ 11g;/(E)dE, (9) 
j ; 

then the impurity part of the Hamiltonian can be written 
in the form 

to 

where nfa is the operator of the number of particles 
with spin a in the f-th state which has eigenvalues 1 
and 0, and the symbol Oaf is 1 or 0 depending on 
whether or not an electron with spin a occupies the 
f -th virtual state. 

It should be noted that the mean energy of the elec­
trons localized in the f-th state can only be identified 
with the energy of the virtual level when these elec­
trons are localized within a narrow energy interval. 

Let us now take into account the band degeneracy. 
In real solutions of 3d ions in 4d metals the band in 
which localized states appear is doubly degeneratePJ. 
In this case the magnetic moment of the impurity ion 
is determined by the occupation numbers of four virtual 
states: ~n~ and ~n~ in the first band, and ~n~ and 
~n~ in the second band. Each occupation number can 
be expressed in terms of a Green's function of a per­
turbed crystal in which the two-band nature of the 
matrix is taken into account. The matrix elements of 
the Green's function and of the perturbation potential 
were analyzed in LsJ. It turned out that the localized 
magnetic moments produced by one impurity ion in ad­
jacent bands can be of different magnitude, and their 
orientations are in essence independent of each other. 
Bearing in mind the above results, the impurity part 
of the Hamiltonian in the degenerate case can be repre­
sented in the form 

~ 11nntEntn:• bat· 
n,j,a 

So far we have considered a system with one im­
purity site. If No impurity ions have penetrated into 
the matrix and in such a way that their ''spheres of 
influence" do not overlap (i.e., No<< N ), then the 
impurity part of the Hamiltonian will be written in the 
form of a sum over impurity sites. 

Switching on the external magnetic field leads to 
additional splitting of the localized states. A system of 
four states is formed in each band; these are occupied 
in pairs-either the first and the fourth or the second 
and the third (see Fig. 1). Taking into account this 
correlation, the impurity part of the Hamiltonian of 
the system in the external magnetic field can be repre­
sented in the following form: 

N, 

Jt'imp=.,~, ~ {f 11'1/ [En (n(,t (v) + n~1 (v) 

- fJ.BH (n~t (v)- n~l (v))] 

xl\(;:;:,t(v)+7;:01 (v), 1)1\(;:;~t(v)+;:;;,1 (v), 1) 

x [I\ (n;1 (v)+ ;:;~; (v), 2)+ 1\ (;:;~t (v) + ;:;;1 (v), 2)]}. (10) 

Here n denotes the eigenvalue of the operator n. 
This form of notation allows one to determine 

readily the average occupancy of the virtual states in 
some impurity center: 

We represent the average value of the localized 
magnetic moment in the form 

(11) 

(12) 
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FIG. 1. Schematic diagram of 
the location of localized states in a 
nondegenerate band in an external 
magnetic field. 

After substitution of the average occupation numbers 
calculated according to (11), this expression takes on 
the following form: 

([!) = ~ !Ln th( ~:~\ (12') 
n 

It should be noted that in deriving this dependence 
no explicit use has been made of the assumption that 
the localized states are narrow, an assumption which 
has for convenience been mentioned in the Introduction. 
An essential condition for the manifestation of the 
localized magnetic moment is the inequality Lln1 f Lln2 • 

ACCOUNT OF THE INTERACTION BETWEEN THE 
COLLECTIVIZED ELECTRONS 

We shall represent the Hamiltonian of the collectiv­
ized electrons in the matrix in the form of a sum 

.o/f tot = {!CO + 'iJ a + :Je c, 

where :Jf0 is the Hamiltonian of the non-interacting 
collectivized electrons in an impurity-free crystal 

No 

V=1 

and .'lfc is the interelectron interaction in the per­
turbed crystal. 

In the representation of second quantization over 
perturbed Bloch states 3fc is written in the form 

ift,=~ ~ ~ bt,+kmab";.,na'bk,+kna'bk,mo(:fec)~~~~k,mn I 
mn aa' kk1k2 

(:Jec)~~~,k,mn = ('l';:+ko(ri)'l'k~ao(r2) I~~ 'l'':,o(r,)'l'k~+ko'(r2)) 
· r12 

(13) 

(14) 

(14') 

(Here account has been taken of the band degeneracy; 
m and n are band indices.) 

As a first approximation we consider the averaged 
field produced by the collectivized electrons. To this 
end it is sufficient to take into account the matrix 
elements 3fc corresponding to k = 0 and to confine 
oneself in the following to the linear approximation in 
the occupation number operators. 

We transform expression (14) in the same way as 
the Hamiltonian of the perturbed crystal (2'). To this 
end we go over to the representation in site space, 
make use of the definition of the "normalized density­
of -states function" ( 6), separate in the latter the part 
corresponding to the perturbation, and take into ac­
count the elements diagonal in j. As a result of these 
transformations we obtain 

:Je,= ~U ~ ~(1-1\aa'bmn) [~nm"(i) (15) 
ntn ca' J 

Here U is the interelectron interaction constant 

Introducing the notation 

Bm0 = U [ iim" + C ~ !>..nmliimlaboj J, f!ana = ~ Bmo'- Bn", c = No/N, 
f mu' 

(16) 

the equality (15) can be written in the above approxima­
tion as 

No ] 
ift, = ~ tB,• [ ~ n,•(j) + ~ ~ !>..nnfn,fa(v)f>at 

na j v=i 1 
( 15') 

Substituting the latter expression in the formula for 
the total Hamiltonian, and separating in it the unper­
turbed and impurity parts, we obtain 

.'!fetot = !fC0tot + ."fftot im~ 

:fe~ot = ~ [(Ehn + fliln) ~ nln- ([4R!I + /1flil,.) (nkn- nin)J. 
nh a 

, N, 

:'IC:~r = ~ ~ {~ !>..n,/ [(E.n1 +san) (n~1 (v) + n~1 (v)) 
v=l n f 

- (p.BH + Mln) (n~; (v)- n~1 (v))] 

x f>(n~t (v) + 7z~,l (v), 1) {j (i;,t (v)'+ ;,;,+ (v), 1) 

x [6 (n',i (v) + 7z~1 (v), 2) + 6(7z!' (v) + n~1 (v), 2)1}, 

where 

We define the magnetization of each site of the 
perturbed matrix in the form 

(13') 

(8') 

(10') 

!1m=m-m0 -f-c<p.>, (17) 

where m0 and m is the magnetization due to the col­
lectivized electrons of an individual site in the matrix 
devoid of impurities and in the perturbed matrix. 
Since the collectivized electrons obey the Pauli prin­
ciple, their average magnetization is determined from 
the well-known equation 

m = f!n ~ l']n(eF) [f>nH + !1:13,], (18) 

in which we have in addition taken into account the band 
degeneracy and the interelectron interaction. Here 
.6n 1Jn (E) = 1J ( E) is the density of states per atom in a 
crystal without impurities. 

After substituting Llfliln, m takes on the form 

m = m 0 + c(q -1) ~ (p.n), (18') 

where m 0 = J..Li,H1J ( EF) q. (In the latter expressions we 
have used the notation q = [1 + '12 U17n ( E F) r.) Now we 
can write the additional magnetization ( 17) recalew.­
lated per impurity atom in the form 

!1m imp = ~ <~t:h= (~), ( 1 7 ') 
n 

where lln = qJ..Ln· It should be noted that in experimental 
investigations it is precisely 71 which is determined as 
the localized moment of the impurity center. 

The average value of the total localized magnetic 
moment is calculated in accordance with the previously 
indicated scheme. Utilizing the expression for tbe im­
purity part of the Hamiltonian, we obtain the following 
formula: _ _ l ~n(H+}cU(p.n)/p.n2) J 

([t) = ~ fln tb knT • 
(19) 
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In conjunction with (1), the obtained dependence 
makes it possible to determine the impurity part of the 
magnetic susceptibility in the high-temperature region. 
It turns out that Ximp can be written in the form 

(20) 

where 

U I J.Ln2q ) (21) Tc(n) = c-1 --
2kB\ J.LB2 

fulfills the role of the "Curie temperature of the n-th 
band." 

DISCUSSION OF THE RESULTS 

Let us first analyze expression (19) for the average 
magnetic moment. It is well known that under the con­
dition of complete concentration of the perturbation 
potential at the impurity site An~ :s l.L4J Therefore 
J-Ln :s J-I.B· But inasmuch as q > 1, 'itn and all the 
more 'j1. can become larger than unity. If the spin of the 
impurity state is defined as S = 'it/ gJ-L B, then it can 
correspondingly turn out to be larger than %. Nonethe­
less, according to (19) the temperature dependence of 
the average magnetic moment is described not by a 
Brillouin function of the spin S (which is characteris­
tic for a purely paramagnetic ion) but by a sum of 
tanh (x) functions, i.e., by a sum of Brillouin functions 
of spin %. This differentiates between solutions in 
which a paramagnetic impurity ion produces the mag­
netized localized state and solutions where it retains 
its atomic paramagnetic properties. 

On the other hand, it follows from the expression 
under consideration that the magnetic moment of the 
impurity center can be interpreted as the moment 
corresponding to spin % with an effective g factor 
geff = gq (An 1 - A n2 ) only in the case of a nondegener­
ate band. As regards the susceptibility, under the con­
dition that the localized magnetic moments in adjoining 
bands are equal, expression (20) coincides in outward 
appearance with the empirical dependencePJ The dif­
ference consists in the interrelationship of the effec­
tive moment with the localized magnetic moment in 
the one instance, and with the spin of the paramagnetic 
ion in the other. (The problem has been considered in 
more detail in lBJ .) In addition to the high-temperature 
contribution to the susceptibility of the solution, one 
can compare with the experimental data the variation 
of the average magnetic moment in the entire tempera­
ture range and the dependence of the localized mag-

FIG. 2. Dependence of the average 
magnetic moment on the external 
field and on the temperature, x = 
IJB H/kT. Black squares - measure­
ment results. [ 8 ] Dashed curves -
Brillouin functions of spin S = 5 
(curve I) and S = 6 (curve 2). Solid 
curves - the dependence described by 
formula (19)for IJ1 = 1J2 = 41Js 
(curve 3 ), and 1J 1 = IJ2 = 51Js (curve 4 ). 
The sequences of crosses and circles -

az o.4 ao aB 10 x the same dependence for IJ1 = 2.51Js 
and IJ2 = 7.51Js (crosses) and IJ 1 = 
21Js and IJ2 = 61Js (circles). 

netic moment on the composition of the solvent alloy. 
Let us consider iron solutions in Rh-Pd alloys, 

since both the solutions themselves as well as the 
solvents have been investigated experimentally.c1 ' 7 ' 8J 
In Fig. 2 the sequence of black squares shows the re­
sults of measurements of the average magnetic mo­
ment in a dilute PdFe solution; the average magnetic 
moment was determined from the variation of the hy­
perfine field at the impurity nucleusPJ The theoretical 
results are illustrated by the curves and sequences of 
points. As can be seen from the comparison of the ex­
perimental and theoretical data, it is so far impossible 
to accord our preference to any of the forms of the 
temperature dependence-the Brillouin function or the 
dependence described by (19) -since equally satisfac­
tory results are observed in both cases. 

There are two reasons for the change in the local­
ized moment 'itn on changing the composition of the 
solvent. First, the difference (An1 -An<~) and, 
secondly, q is not constant. 

Both the electronic specific heat and the magnetic 
susceptibility increase in Rh-Pd alloys with increas­
ing Pd concentration. Both quantities are proportional 
to the density of states at the Fermi level. But in the 
interval between Rh and Pd the specific heat increases 
by about a factor of two and the susceptibility increases 
almost by a factor of sixPJ This deviation may be due 
to the interaction between the collectivized electrons. 

It has in fact turned out that in the entire interval 
from Rh to Pd the experimental data on the specific 
heat and the magnetic susceptibility agree with each 
other if the susceptibility per matrix site is described 
by the expression l = lim mo/H where m is given by 

H----0 
( 18 ") with an interelectron interaction constant in the 
interval 0.6-0.9 eV. Consequently, the factor q can 
be estimated from the ratio of the susceptibility of the 
matrix to the Pauli susceptibility calculated from the 
measured specific heat. 

Figure 3 shows .the variations of the experimental 
values of the localized magnetic moment 'iJ.nC1 J and the 
factor q = l/ XPauli determined according to the data 
of[?]. It can be concluded from the graph that in the 
solutions under consideration with the change in the 
solvent the variation of the difference (An1 - An2 ) 

takes place within a limited interval. In addition, it 
follows from this graph that one can indeed consider 
the strong effective interelectron interaction in the 
matrix to be the reason for the appearance of anomal­
ous magnetic moments in these solutions. 

Summarizing all that has been said above, one can 
conclude that the production of magnetized localized 
states by paramagnetic ions leads to the appearance of 
a temperature-dependent contribution to the magnetic 
susceptibility of the solution. In the general case the 

FIG. 3. Variations of the lo­
calized magnetic moment (curve 
2) and of the coefficient q (curve 
I) with changing composition of 
the solvent. (The curves are nor­
malized to the corresponding 
values in Rh.) 

10 20 JO 40 Rh;0Pd5060 70 80 90 Pd 
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temperature dependence of the impurity part of the 
susceptibility differs from the Brillouin function, but 
in the region of high temperatures it goes over into 
the Curie-Weiss relation. On the other hand, if the 
magnetized localized states are produced in a nonde­
generate band, then their contribution to the suscepti­
bility can be interpreted as a contribution from spins 
%with some effective g factors. 

The following has been explained from a comparison 
with experimental data. In the Fe-Pd solution the tem­
perature dependence of the average value of the local­
ized magnetic moment can be described by formula 
(19), if one allows from the double degeneracy of the 
band and assumes that there appears in one of the 
bands a localized moment of the order of (4-7) JJ.B. 
The anomalously large value of the moment appears 
admissible under the condition of the existence of a 
sufficiently large magnetization factor q. A compari­
son of the data on the magnetic susceptibility and the 
specific heat shows that in Rh-Pd matrices q actually 
reaches the required values. 
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