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The quantum mechanics of infinite systems is formulated. The state of an infinite medium is 
defined in terms of a set of expectation values of products of if;-operators. For noninteracting 
systems this reduces to prescribing a small number of functions which describe irreducible 
correlations and are expressible in terms of macroscopic quantities. The peculiarities of the 
dynamics of infinite systems are discussed briefly. The following adiabatic theorem is proved: 
If one removes the divergences that occurring at the interaction switch-on time t0 -- oo by 
means of renormalization of some quantities on which the initial state depends, then there ex
ists a closed evolution equation for these quantities. This equation can be derived in a unique 
manner from the renormalization equations. The renormalized expressions represent states 
of the system with the interaction switched on. It is shown that this is true in the case of a 
nonideal gas and a Markovian kinetic equation is derived for the momentum-space density nk, 
valid in all orders of perturbation theory. This equation, as well as the expressions of the 
expectation values in states with given nk are written in the form of sums over a certain 
class of diagrams. 

THE problem of the relation between exact macro
scopic equations of motion and macroscopic evolu
tion equations is discussed in the present paper with 
the kinetic equations as an example. Although de
cisive progress has been achieved in the under
standing of this problem, mainly related to the 
names Bogolyubov, van Hove, Prigogine, and others 
(cf. the review[1]), there still remain a few unclear 
questions. In particular, the kinetic equations der
ived by van Hove and Prigogine are Markovian only 
up to second order in the coupling constant, and in 
Bogolyubov's method[2J (to which our approach is 
closest in all respects) the higher approximations 
are hard to survey. 

The approach to be developed below is based on 
taking explicitly into account two circumstances 
(which were stressed with full clarity already by 
van HoveC3J): a) equations in closed form for quan
tities describing the average behavior exist only 
for infinite systems, in the limits N - oo and V- oo 

(N is the number of particles and V is the volume); 
b) such equations are valid only for a selected class 
of states, but not for an arbitrary state. Our ap
proach yields a complete characterization of this 
class of states. Thus, kinetic equations are valid 
only for those states of a nonideal gas which can be 
obtained from states of an ideal gas by means of 
adiabatic switching-on of the interaction. Our 
derivation of the kinetic equations is based upon an 

adiabatic theorem, the formulation and proof of 
which the author considers to be the fundamental 
result of this paper. It should be remarked that the 
use of this approach allows one to derive Markovian 
equations in any order of perturbation theory, and 
for the formalisms of Prigogine and van Hove. 
Moreover, this approach could be extended almost 
to all problems related to the derivation of equa
tions in closed form for quantities which give an 
incomplete description. 

Circumstance a) is explicitly taken into account 
by taking the limits N - oo, V - oo already in the 
formulation of the problem. This is achieved by 
formulating quantum mechanics for the limiting 
case of an infinite system (with infinite N and V). 
Mathematical objects that describe such limiting 
concepts are often used in physics; it is hard to 
imagine how much more complicated scattering 
problems would become, for example, if we tried to 
avoid functions like eikx, o(x) etc. (which do not be
long to the Hilbert space), and would solve such 
problems for a finite V, letting V go to infinity only 
at the end of the computations. 

It is natural to think that if one introduces a 
mathematical scheme for a limiting concept-like 
the concept of an infinite medium-the concepts and 
behavior characteristic for a many-particle system 
should appear in the most natural manner. Such a 
formulation is sketched in Sec. 1, where answers 
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to the following questions can be found: i) How 
should physical quantities and states of an infinite 
medium be described? ii) How should one formulate 
equations of motion for these quantities? Of course, 
our formulations will only formalize mathematically 
concepts which have arisen as a result of work 
carried out over the past decades. However, an 
analysis of the consequences of these definitions 
(on which, unfortunately, we cannot dwell here) 
leads to a series of curious results (which do not 
seem to be general knowledge). (For instance, the 
fact that for an infinite system there is no distinc
tion between pure states, described by a state vec
tor, and mixtures, described by a density matrix; 
the distinction gets lost in the limiting process 
N- oo, V- oo.) 

The definitions to be introduced also allow to 
formulate clearly all other problems (which are not 
discussed in this paper) of the quantum mechanics 
of infinite media (e.g. the problem of excited states 
and their energy spectrum, transition probabilities, 
etc.). Thus, for example, one-particle excitations 
are described by the function p(r1, r 2 ; t) (the den
sity matrix of the added particle), which in the 
presence of damping cannot be reduced to a product 
lj/(r, t)if;(r, t), transition probabilities cannot be re
duced to matrix elements, etc. The author hopes to 
return to these problems in the future. 

1. DESCRIPTION OF STATES AND THE DYNAMICS 
OF AN INFINITE MEDIUM 

1. We first discuss the nature of the mathemati
cal objects which define the state of an infinite 
medium. 

We denote the operators of second quantization 
by If!±. (r), where /f!-(r) is the destruction operator 
(usually denoted by if;(r)), and /f!+(r) is its adjoint, 
the creation operator. Let p denote the variable 
which takes on the two values + and - ; we use the 
notation 

"ljJp(r)= {"¢+(r) 
IJl-{r) 

for p = + 
for p =......: 

In these notations a general operator can be written 
in the form 

A = L; L; ) ... ) ap, ... p, (rt, ... , rn) 
(n) .p, ... p n ( 1) 
X ljlp,(rt) ... ljlpn (rn)drf ... drn. 

We call local those physical quantities for which 
the values depend only on the state of the system in 
a bounded region of space surrounding a point. Ob
viously, such quantities are described by operators 
of the form (1), where the functions 

o: (r 1, .•. , r n) are either functions of com-
Pt · · · Pn 

pact support (i.e., vanishing identically outside a 
bounded region), or functions which vanish suffi
ciently rapidly as lril - 00 • Such functions will be 
called rapidly decreasing and the fact that 
o:(r1, ... , rn) is a rapidly decreasing function will 
be denoted in the following manner 

a(r1, ... ,rn)-+O {rt, ... ,rn-+oo). (2) 

Operators (1) for which condition (2) is satisfied 
will be called local operators. 

The density matrix of an infinite system must be 
capable of describing the properties of a real (finite) 
system insofar as measurements are concerned 
which are carried out far from the boundaries of 
the finite system. Such measurements reduce to the 

determination of expectation values of local phys
ical quantities. Therefore one can assume that if 
the sequence of density matrices Pm describing the 
finite systems (with finite particle number Nm and 
volume V m> approximates the state of an infinite 
system with definite properties, then for any local 
operator there exists the limit 

lim Sp(Apm)= (AI/p) (Nm-+OO, Vm-+oo) (3) 
m-7oo 

(the limiting procedure must be described unequivo
cally). 

The limit (3) can be treated as the expectation 
value of the operator A in a state of the infinite 
system. Obviously, if the expectation values for 
every A are given, the state of the infinite system 
will be completely determined. It is sufficient to 
define the functions 

or rules for the computation of these functions; 
then the expectation value (3) becomes 

(A lip)= L; L; 
(n) p, ... pn 

X (ljlp, {rt) .. . ljlpn {rn) 1/p) dr1, ... , drn 

(the integrals converge by virtue of (2)). 

( 4) 

(5) 

The expectation values ( 5) must satisfy certain 
conditions (compatibility with the commutation re
lations and nonnegativity of the expectation values 

"'+ ..... " ..... + 
of operators of the form A A, where A is the ad-
joint of A). The limits (3) satisfy these conditions, 
and conversely, one may assume that any linear 
functional (5) defined on the local operators A (of 
the form (1), (2)) and satisfying these additional 
conditions represents a state of the infinite system, 
i.e., is a limit of the type (3) for some sequence 
of density matrices Pm· Such positive linear func
tionals will be called quantum-mechanical distri-
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butions, or simply distributions;* we assume that 
these mathematical objects can serve for the defi
nition of a density matrix of the infinite system. 

2. We consider an example of distributions with 
which we deal throughout this paper. We define the 
distributions link) = lin), depending on a function of 
the wave vector k which we denote either by nk or, 
omitting the independent variable, by n (in boldface 
and without the argument) 1l. We call this function 
the momentum-space density. The distributions 
lin) are described by the following W(n) rule, which 
is a generalization of Wick's rule: 

The W(n) rule: The expectation values 

(6) 

are nonzero only for such products of 1/J-operators 
which can be split up into pairs consisting of one 
1/J+ and one 1/J-. In this case one must list all possible 
partitions and associate to each partition a contri
bution equal to the product of functions obtained by 
replacing each pair 1/J±(ri)I/J+(rj) by a function of ri 

and rj called the pairing function (contraction). 
Then ( 6) is the sum of contributions from all parti
tions, and in the case of fermion operators the con
tribution from each partition must be taken with the 
appropriate sign, as in the usual Wick rules. 

The pairing functions (pairings, or contractions) 
have the form2> 

"li'+(r)1jJ-(r') =) e-ik(r-r'I¢+'1Jl-(k)dk, 

"11'-(r)"ljl+(r') = ·~ eik(r-r'l-¢-"'i'+(k)dk 

(the operators in the pairing appear in the same 
order as in ( 6)) . In ( 7) we adopt the notations 

(7) 

¢+¢-(k) = nk, ¢=-¢+(k) = 1 + '\'Ilk• (8) 

and also (henceforth to be used throughout) 

{ +1 for Bose-statistics (9) 
Y = -1 for Fermi-statistics, 

dkxdkydkz (10) 
dk= (2~)3 

One can show that the expectation values with 
respect to the distribution lin) are obtained from 
the expectation values for states of an ideal gas 

*Not to be confused with "distributions" in the sense of 
L. Schwartz, i.e. generalized functions. The term "ensemble" 
would be more usual. (Translator's note). 

l)This notation will be used whenever it is convenient to 
consider the function nk as a vector in an infinite-dimensional 
function space. 

2)For simplicity we omit the spin indices. 

by means of a limiting procedure. Let I<I>m) denote 
a sequence of states of an ideal gas, obtained by 
filling the one-particle levels in a volume Vm· We 
denote by L(Vm, k, .6k) = V(27r)-3.6k the number of 
such levels per volume .6k of the momentum space, 
and by Nm(k, .6-k) the number of particles which are 
in the state I<I>rJ and are situated on these levels. We 
now consider such sequences of I <I>m) which for 
m -co have a definite limit, equal to nkdk, for the 
number of particles per unit volume with momenta 
between k and k + dk, i.e., 

lim[Nm(k; Ak)/L(Vm; k, Ak)] = nk 
m-+"" 

or 

Here nk is a function of k which is integrable for 
lkl -co without non-integrable singularities (the 
density lim(N/V) = nkdk must be finite); nk:::: 0 for 
a boson gas and 1 :::: nk :::: 0 for a fermion gas. 
Then one can show that for sequences I<I>m) satis
fying the conditions (11), the expectation value of 
any local operator A in the states I<I>m) converges 
to a well-defined limit for m -co, and this limit is 
the expectation value of the operator A with respect 
to the distribution link) : 

lim (<DmiA I<Dm) =(Alink). (12) 
m-+oo 

In other words, in the limit N -co, V- co 

Wick's theorem is valid for the expectation values 
in each state of an ideal gas, whereas for a finite 
volume the theorem holds only for expectation 
values with respect to the Gibbs distribution 
(ensemble) (cf. [4]). 

In order to exhibit the significance of nk as a 
momentum space density, without resorting to a 
limiting process, it is necessary to define the 
momentum space density for an arbitrary distri
bution lip) and to show that for the distribution link) 
it turns out to be equal to nk. If lip) is a spatially 
homogeneous (translation-invariant) state, the 
functions (4) will be translation invariant). In par
ticular, (I/J+(r1)¢-(r2)11p) will depend only on the 
difference r 1 - r 2 and can be represented in the 
form 

(11'+(rt)"ll'-(r2) lip)=) dkv(k)exp {-ik(rt- r2)}. 

The function v(k) is easily seen to be the mo
mentum-space density corresponding to the distri
bution lip); for a spatially-inhomogeneous state 
one must take the Fourier transform with respect 
to r 1 - r 2 of the function 

v(r1 -·r2) =lim (¢+(r1 + r)"ljl-(r2 + r) lip). 
r-+OO 
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Thus, the momentum-space density of the distri
bution lip) equals 

~ d(r1- r2)exp {ik(r1 - r2)} lim ('ljJ+(rt + r)'ljJ-(rz + r) lip). 
r-+oo { 13) 

This expression can be rewritten (in a rather 
formal way) as the expectation value of the 
"momentum-space density operator": 

n = nk- d(r1- r2)exp {ik(r1- rz)} lim 'ljJ+(r1+r)'ljJ-(rz+r). 
r-+oo 

Obviously, for the distributions lin) we have 
(nklln) = nk· 

(14) 

Here are some other examples of distributions. 
A. Spatially-inhomogeneous states of a nonideal 

gas are described by distributions lip 1(r, r')) de
pending on a function p 1(r, r') which can be inter
preted as a one-particle density matrix. The 
expectation values ( 4) with respect to such distri
butions are given by the same Wick rules with the 
following pair correlation functions 

'ljJ+(r)'ljJ::...(r') = Pt (r, r'), 
-~-....,---; 

'ljJ-(r)'IJ+(r')= b(r-r')-YPt(r, r'). 
(15) 

B. States with pair-correlations (such as ar~ 
encountered in the theory of superconductivity) can 
be described by means of distributions link, CfJk) 
depending on the functions n = nk, and cp = ~· The 
rules for the computation of expectation values (7) 
for such states differ from the W(n)-rules by the 
presence of nonvanishing pairings between two ~+ 
or two~-: 

'ljJ+(r)'ljJ+(r') = ~ dkcpk•e-ik(r-r'), 

'ljJ-(r)'ljJ-(r') = ~ dkcpkeik(r-r'). 

(16) 

We do not consider further examples. One can 
show (making use of Schwinger's equations for the 
generating functional of the functions ( 4)) that the 
pairings (contractions) can be used to define any 
distribution, but in the general case there may oc
cur irreducible pairings involving an arbitrary 
number of ljl-operators. 

3. We now discuss the time evolution of the 
states of an infinite system. The equation of motion 
for distributi~ns must relate expectation values of 
the operator A in a state Pt at time t with the ex
pectation values with respect to the initial state 
Pt=o· It is natural to define this relation by means 
of the formula 

(AIIp1)= (eiHtAe-imiiPt=o> = (A'H(t)IIPt=o), (17) 

where _AH(t) is the Heisenberg operator correspond
ing to A for the motion determined by the Hamil-
tonian H: 

(18) 

The Heisenberg operator .AH(t) corresponding 
to the operator A in (1) is 

(n) p, ... pn 

X 'ljJp,H (r, t) ... 'ljJ: (rn, t) dr1 ... dtn, 
n 

(19) 

where ap ... p (r1, •.• , rn) are the same functions 
as in ( 1). 1The:Pefore it is sufficient to know how to 
express ~jifl(r, t) in terms of ljl±(r). This canA be 
achieved either by means of Eq. (18) (with A = ljl:t(r)), 
or by solving the Heisenberg equation of motion 

i~'IJ±.tr(r,t)=['IJ±H(r,t);H] with 'i'±H(r,t=O)='i'±(r). 
at (20) 

For an infinite medium it is necessary to make 
more precise the meaning of (18), since the Hamil
tonian is not a local operator for the majority of 
problems. For example, if the potentials 
h (r1, .•• , rn) in the expression of the 

P1··· Pn 
Hamiltonian 

H = "3·~ ~ ... ~ hp, ... pn (r1, ... , rn) 
(n) p, ... pn 

x·'IJp, (ri) ... 'ljlpn (rn) dri ... drn 
(21) 

are translation-invariant functions, the operator H 
cannot be local. In our formalism the use of such 
operators encounters the following obstruction: 
their expectation values may diverge. We assume 
henceforth that the potentials h(r1, ••• , rn) are func
tions which differ appreciably from zero only if the 
points r 1, .•. , rn are all sufficiently close to each 
other, and that they vanish rapidly as the distance 
between any pair of points increases: 

h(r1 , ••• ,rn)-+0 (lr;-rjl-+oo; i,j=i, ... ,n; j=Fi); 

(22) 
such functions will be called "short-range" poten
tials. 

We shall call operators of the form (21) exten-
sive if the functions hp P (r1, •.. , rn) are short-

1 · ·· n 
range; their expectation values with respect to the 
distributions lin), for instance, diverge proportion
ally to the volume, and the expectation values of 
eiHt will contain terms having any degree of diver
gence. One can show, however, that in the case of 
an extensive H these divergences cancel mutually 
in the expression (18), so that for a local operator 
A, the Heisenberg operator .AH(t) will also be local. 
This can be seen from the Heisenberg equation, 

since the commutator [ljl±(r), H] (for fixed r) will 
be a local operator if H is an extensive operator. 
This can also be seen from the well-known expan
sion of (18) as a commutator series. The Heisen
berg equation of motion and the commutator series 



QUANTUM MECHANICS OF INFINITE SYSTEMS 141 

are inconvenient for writing down perturbation 
expansions, therefore we select another way of 
making expressions of type (18) well-defined, 
namely by means of a limiting procedure. 

We associate with each extensive H an operator 
HL: 

HL = ~ ~ 5 ... ~ hp, ... pn (rb ... , rn) 
(n) Pl···Pn 

X exp { -/ r1// L} ... exp {-I rn // L} · 
X 'ljlp, (ri) ... 'ljlp (rn) drt ... drn, 

n 

(23) 

introducing the cut-off factors exp(-/r//L) into the 
integrals. For L > 0 the operator HL in (23) is a 
local operator, and for L - oo it converges to H, 
Eq. (21). Therefore for an extensive H the expres
sion (18) and analogous expressions can be consid
ered as limits of the corresponding expressions 
for H L as L - oo (the preceding considerations 
make it plausible that such limits exist). In par
ticular, it can be seen from this mode of defining 
H, that the expressions (18) satisfy the same type 
of relations as those for a local H, e.g., 

eiHt, ( eiHt,A.e-iHt,) e-iHt, = eiH(t,+t•>Ae-iH(t,+t,). ( 24) 

Thus (18) is a formal expression for a trans
formation group which maps the operator A into an 
operator AH(t) which is also local, and for the 
corresponding transformation law of the distribu
tions. The dynamics we have described should 
reflect the peculiarities characteristic for the 
limiting case of an infinite system. We now discuss 
these peculiarities. 

According to well-known concepts, the evolution 
of a macroscopic system can be pictured as con
sisting of a "rapid" passage to a partial equili
brium, followed by a" slow" relaxation of the 
macroscopic quantities which describe this state 
of partial equilibrium. If these concepts are valid, 
the equations of motion of an infinite medium must 
possess a family of solutions which describe the 
behavior of the system after the partial equilibrium 
is already established, and only the relaxation of 
the macroscopic quantities which characterize this 
equilibrium occurs, leading to a more perfect state 
of equilibrium. Then the description of dynamics 
reduces to two problems: a) the description of 
states of partial equilibrium, i.e., determination of 
the density matrix as a function of the macroscopic 
parameters which describe this partial equilibrium, 
and b) derivation of equations describing the varia
tion of these macroscopic parameters in the course 
of time. 

One purpose of the present paper is to show that 
the dynamics of an infinite medium described above 
does indeed admit a representation of this kind. In 

order to clarify the fundamental idea we show that 
this is indeed so using as an example a non-ideal 
gas, and only in the spatially-homogeneous case. 
In particular, for a nonideal gas with coupling con
stant g, we show that there exists a family of dis
tributions llg, n) with momentum space density n, 
such that: i) for g- 0 the distributions llg, n) be
come the distributions lin) discussed above, and 
ii) that with the evolution of time each of the dis
tributions of the family llg, n) goes over into 
another distribution belonging to the same family 
(i.e., one with different n). 

To express these assertions mathematically we 
denote the Hamiltonian of the nonideal gas by 

Hg=Ho+gH' (25) 

(gH' is the interaction energy, g is the coupling 
constant) and also introduce the following notation: 

We denote by R, B, etc. the (generally nonlinear) 
functional transformations which transform one 
function n = nk into another n' = nk: 

n' = .Rn, (26) 

which can be written in more detail in the form 

nk' = ~ ~ ... ~ .R<ml(k; kt, ... , km)nk, ... nkm dkt ... dkm. 
(m) (26') 

For the transformations (26) we use the usual 
notations: the product and inverse are defined by 

(PQ)n = P(Qn), .R-1.Rn = .R.R-1n =In= n. (27) 

We shall call the transformations (26) (n - n) 
transformations. 

With this notation we can formulate our funda
mental assertion in the following form: 

Fundamental assertion. There exists a family 
of distributions llg, n), such that (nk II g, n) = nk 
and lim (A II g, n) for g- 0 equals (A II n) and the 
following relation holds 

(eiHtAe-iHtl!g, n) = (Ai!g, llgtn), t ;:_;:,: 0, ( 28) 

where R~ is a semigroup of (n - D)-transforma
tions: 

(29) 

In particular, defining the infinitesimal trans
formation (generator) Bg of the semigroup (29): 

. 1 fl.! t+dt t ( 30) !Jg = hm """A(llg - T), llg = (T + !Jgdt)llg, 
ll.t-+0 u.t 

we can rewrite (28) in differential form: 

a 
-llg,n) = ilg;!Jgn), at 

so that the momentum space density obeys a 
Boltzmann equation (kinetic equation): 
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a ~ 
{iin =Bgn. (31) 

A proof of the fundamental assertion is given in 
Sec. 2. The existence of the limit ( 45), on which 
the proof is based, is demonstrated in Sec. 3, by 
means of an analysis of diagrams. 

2. PROOF OF THE ADIABATIC THEOREM 

We now come to the proof of our fundamental 
assertion. We select the Hamiltonian of the ideal 
gas in the form 

H 0 = ~ eo(r- r')'ljl+(r)'ljl-(r')drdr', 

e0(r-r')= ~ ek0 exp {-ik(r-r')} dk. 
(32) 

The Heisenberg equations are easily integrated and 
yield 

g±(r-r', t) = ~ dkexp {±iek0t =F ik(r- r')}. 
(33) 

It can be seen from here that the distributions 
lin) are the stationary distribution functions of an 
ideal gas. }ndeed, from (33) it is easy to obtain for 
arbitrary A 

We consider a nonideal gas with the Hamiltonian 
(25), where H' is an extensive interaction Hamil
tonian of the form (21), ( 22). Assume that up to 
time t 0 we have an ideal gas in a state Pin = lin), 
and at t0 we switch on the interaction H' and the 
Hamiltonian becomes (25). Then the expectation 
value in the state Pt is defined by 

<AIIpt) = (Sg+(t,to)AHa(t)Sg(t,to)lln), (35) 

where Sg(t, t0) is the S-matrix for the interaction 

gH', defined by 
t 

S"(t, t0) = Texp { -i 5 gH'Ho(t')dt'} (t > t0 ), (36) 
to 

where H'Ho(t) is the interaction Hamiltonian ex
pressed in terms of the Heisenberg operators of 
the unperturbed motion 

H'Ho(t) = ~ ~· 5 ... ~ h:, ... pn {r1, ... , rn) 
(n,) p, ... p n 

Ho ( ) Ho X 'ljlp, r1. t ... 'ljlp (rn, t) dr1, ... , drn. 
n 

We list the properties of the S-matrix which 
will be of use in the sequel: 

(37) 

Sg+(t, to)Sg(t, t0 ) = 1, (38) 

Sg(t2, tt)Sg(th to)= Sg(t2, to), (39) 

S'g (t1 + -r, to+ -r) = exp {iH0-r} Sg (th to) exp {-iHo-r}, ( 40) 

exp {-iH0t} Sg(t,O)= exp {-iHgt}. (41) 

Regarding the operators on both sides of Eqs. 
(38)-(41), it should be stressed again that in the 
case of an extensive H the only meaningful ex
pressions are those in which a local operator A is 
multiplied on the right by one of these operators, 
and on the left by its adjoint. For example, (41) is 
an abbreviated notation for the equation 

Sg+(t, 0) (exp {iHot}A exp {- iH0t} )Sg(t, 0) 

= exp {iHgt}A exp {-iHgt}. 

As already indicated, Eq. (35) expresses the ex
pectation value in a state of the gas at time t, if the 
interaction was switched on at time t 0• If the limit 
of (35) for t0 -- oo would exist, this limit would 
obviously represent the expectation value in the 
actual state of the nonideal gas. However, the limit 
of ( 35) for t 0 - - oo does not exist in general, due to 
the presence of macroscopic transitions involving 
modifications of the momentum space density. We 
show in Sec. 3 that these divergences can be re
moved by means of a t, t 0-dependent renormaliza
tion of the momentum space density. 

In order to formulate this assertion in a more 
precise manner, we define the transformations 
Rg(t, t0) by means of the formula 

11.g(t, to)n = (Sg+(t, to)r'I.Sg(t, t0 ) lin), (42) 

where n = nk is the momentum space density 
operator (14). (In other words, R (t, t 0) is that 
(n - n) -transformation which ma~s the momentum 
space density before the interaction is switched on 
into the mom;entum space density at time t). 

With the aid of ( 42) we introduce the distribu
tion lit, t0; g; n) defining the expectation value with 
respect to it by the equation 

(Alit, to; g; n) = (Sg+(t, to)AHo(t)Sg(t, t0 ) II.Rg-1 (t, t0)n). 

( 43) 
This definition can be rewritten in a different 
equivalent form, making in both sides of Eq. (43) 
the substitution n - Rg(t, t0)n. We obtain then 

(Sg+(t, to)AHo(t)Sg(t, to) lin>= (Alit, to; g; R8 (t, t0)n); ( 44) 

in other words, the expectation value (43) is ob
tained by expressing the expectation value in terms 
of Rg(t, t0)n (i.e., the momentum space density at 
timet) instead of in terms of n (i.e., the momentum 
space density before the interaction is switched 
on), and then relabel the former variable again by n. 

Our assertion can now be formulated in the fol
lowing manner: for the expectation value ( 43) there 
exists the limit for t0 -- oo, defining the asymp
totic distribution lit; g; n): 
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(A!lt;g;n) = lim <AIIt,to;g;n). 
to-+-"00 

(45) from its expression: 

This assertion will be proved in Sec. 3, where the 
expectation values ( 43) will be represented as a 
sum of contributions from diagrams of a definite 
type. The existence of the limits (45) will follow 
from this representation. In the present section we 
show that if the limits ( 45) exist, then they are in
dependent of t and satisfy the fundamental relation 
(28), so that they can be considered as expectation 
values in a state of a nonideal gas with momentum 
space density n. 

The proof is based on two lemmas. 
Lemma 1. The following relations hold: a) for 

(42): 

.Hg(t+'t, to+'t) =Rg(t,to); (46) 

and b), for ( 45) : 

<.AIIt+'t;g;n) =<AIIt;g;n). (47) 

Proof. From the property ( 40) of the S-matrix 
and Eq. (24) it follows that 

(Sg+(t + 't, to+ -r)AHo(t + 't)Sg(t + 't, to+ 't) lin) 
= (eiHo~Sg+(t, to)e-iHo~(eiilo~.Jiio(t)e-iHo~) 

X eiHo~S g ( t, to) e-iH,~ II n) 

= (eiHo~(Sg+(t, t0)AHo(t)Sg(t, to) )e-iHo<lln). 

The latter expression can be subj~cted to the trans
formation (34), where the role of A is played by 
the operator in parentheses. It follows that 

Sg+(t + 't, to+ -r)AHo(t + 't)Sg(t + 't, to+ 't) lin) 
= (Sg+(t, t0)AHo(t)Sg(t, to) lin). 

(48) 

In particular, setting here A. = n, we obtain on the 
bas is of ( 42) 

tlg(t+ 't, t0 + 't)n = Rg(t, t0 )n, 

which proves ( 46). 
On the other hand, transforming both sides of 

( 48) by means of ( 44) we obtain 

(Alit+ 't, to+ 't; g; Rg(t + 't, to+ 't)n) 

=(A !It, to; g; Rg(t, t0)n). 

Making the substitution n - Rg1(t + T, t 0 + T~n in 
the left hand side, and the substitution n - Rg1(t, t 0)n 
in the right hand side (these substitutions are 
equivalent in view of the already proved relation 
( 46)), we obtain 

<4llt + 't, ·to + 't; g; n) == (A II t, to; g; n); 

taking the limit t 0 -- oo in this equality we obtain 
(47). Thus the lemma is proved. 

It follows from (47) that the distribution (45) 
does not depend on t, therefore t can be omitted 

C1llt;g;n) = (AIIO;g;n) = (AI!g;n). (49) 

We now consider our expression (35) and trans
form it making use of the property (39) of the 
S-matrix. We have 

(Sg+(t, t0 )AHo(t)Sg(t, to) lin) ( ) 
' 50 

= (Sg+(O, to) (Sg+(t, O)AHo(t)Sg(t, 0) )Sg(O, to) lin). 

We rewrite the right hand side of (50) making use 
of ( 44), with the operator A replaced by the expres
sion in parentheses. This yields 

(Sg+(t, to)AHo(t)Sg(t, to) lin) 
= (Sg+ (t, O)AHo(t) Sg (t, 0) 110, t0 ; g; .Hg (0, t0)n). 

(51) 

We first apply this relation to the operator A= n: 
Rg(t, t0)n = (Sg+(t, O)~Ho(t)Sg(t, 0) 110, t0 ; g; Rg(O, to)n) 

Making a substitution n - Rg1(0, t)n in this expres
sion we obtain 

Rg(t, to)Rg-1 (0, to)n = (Sg+(O, to)~Ho(t)Sg(t, 0) 110, to; g; n) 
(52) 

Since one can take the limit t 0 -- oo in the right 
hand side of (52) we obtain the following lemma 
from this last equation: 

Lemma 2. The limit 

lim Rg(t, t0 )Rg-f (0, t0) = Ri (53) 
to-+ --oo 

exists and can be computed from the expression 

Ri = (Sg+(t, O)~Ho(t)Sg(t, 0) llg; n). (54) 

We now rewrite the left hand side of (51), making 
use of ( 44). This yields 

(AIJ.t, t0 ; g; Rg(t, to)n) 

= (Sg+(t, O)AHo(t)Sg(t, 0) llt1 to; g; Rg(O; to)n). 

Here we make the substitution n- Rg1(0, t 0)n and 

take into account the fact that according to the 
property (41) of the S-matrix 

Sg+(t, O)AHo(t)Sg(t, 0) 

= Sg(t,O) (eiHotAe-iHot)Sg(t, O) = eiHgtAe-iHgt; 

therefore 

(Alit, to; g; Rg(t, to)Rg-1 (0, t0)n) = (eiHgt.Je-iHgt!lt; to; g; n). 
(55) 

We now take the limit t 0 - -oo in (55), making use 
of (45), (49), and (53). This results in 

(A'IIg; Rgtn) = (eiHgt.Ae-iHgtllg; n), (56) 

which in fact is the content of our fundamental as
sertion. 

It remains only to be shown that the transforma
tions Rt form a semigroup. This follows from the 

g 
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definition (53) and from (46). Indeed: 

R8(t2 + t1o to)Rs-1 (0, to) 
= (R8 (t2 + t~,t0)R8-1(t~, to)) (R8 (t1, to)R8- 1(0, to))= 

= (R8 (tz, t0 - t1) R8- 1 (0, to- t1)) (R8 (t1o to) R8- 1 (0, to)) 

(57) 
(in the last equation we made use of (46) with t = t 2 

+ t1, T = -t1). Going to the limit t0 - -ao in (57) we 
obtain from the definition (57) 

(58) 

as required. 
From (58) it follows for infinitesimal t 2 = dt that 

!_IN= lJgllgt, 
fJt 

where the operator Bg' resulting from (54) for 
infinitesimal t, obeys the equation 

1J8n = - i([gH', ~]llg; n), 

i.e., 

fJnk (" dt = (JJgn}k =- i j d(r1- r2)exp {ik(r1- r2)} 

x.([gH', "¢+(ri}"¢-(r2) ]l!g; n). 

3. ANALYSIS OF PERTURBATION-THEORY 
DIAGRAMS 

(59) 

(60) 

We show that the representation (44) for the ex
pectation values (35) and the existence of the limit 
(45), facts which were essential for our proof in 
Section 2, are valid to all orders of perturbation 
theory. For this purpose we define the S-matrix 
Sg, L (t, t 0) for a perturbation H L which is obtained 

from H' by means of cut-off factors, in the same 
manner as (23) is derived from (21). We define: 

(S8+(t, to)AH•(t)S8 (t, t0) !In) 

• + A 

= hm (S8,L(t, t0)AH•(t)S8,L(t, t0) !In). (61) 
L-+co 

In order to compute (61) one must be able to evalu
ate expectation values of the form 

< Ta ( ~ W;; (r;, t;)) (g "¢: i (ri> t)) Tc (~ w;" (r~<, t")) !In) 

(62) 

(we write 1/J2(r, t) in place of 1/J~ 0 (r, t); Tc denotes 
the chronological (time-ordered) product and T a is 
the anti-chronological product. The operators 
under the Tc sign refer to Sg(t, t 0), the operators 

under the Ta sign refer to S~(t, t0), and th~ opera

tors in the middle parentheses belong to AHO(t). 
The expressions for the expectation values (62) are 
easily obtained in the following manner: since the 
operators 1/JrO(r, t) are expressed in terms of 1/J:!:(r) 

by means of Eq. (33), the expectation values (62) 
reduce to the expectation values (6), which can be 
computed according to the W(n) rules. 

Thus, starting from (33) and the W(n) rules, we 
obtain the following rules for the computation of 
the expectation values (62): The expectation values 
(62) equal the sum of contribution from all possible 
pairings, and there exist three types of pairings: 

1) chronological pairings, i.e., contractions of 
pairs of 1/J-operators which in (62) both occur under 
the T c sign (i.e. both refer to Sg(t, t 0); 

2) antichronological pairings, i.e., contractions 
of pairs of operators which both occur under the 
Ta sign in (62) (i.e. both refer to s-g(t, t 0); 

3) mixed pairings-for all other pairs of opera
tors (i.e., one coming from Sg(t, t 0) and the other 

from s+ (t, t 0), or when one or both of the contrac-
g ~H 

ted operators occur in A 0(t)). 
All pairings (contractions) have the form 

W±O(r, t)"¢+0(r', t')c,a,m 

= ~ exp {+iek0(t- t') + ik(r- r')} 
(63) 

X '¢±"1JJ±c,a,m (k, t- t') dk, 

where the superscripts c, a, m refer, respectively 
to chronological, antichronological and mixed pair
ings. For mixed pairings we have 

"¢+"¢-m(k, t- t') = "¢+"¢-(k), "¢-"¢+m(k, t- t') = '¢-"¢+(k) 
(64) 

(for the right-hand side cf. (7)). For chronological 
pairings 

"¢+"¢-c {k, t- t')=''¢+'¢-(k) 1Ja (t- t')+ Y'iJ-"¢+(k) 1Jc (t- t'), 
(64') 

and the other (anti)chronological pairings are ob-
tained from (64') by changing the upper and lower 
indices into their opposites (i.e., ± into + and c, a 
into a, c). Here 

{ 1 for t > t' { 0 for t > t' 
'Yia(t- t') = 'Yic(t- t') = 
., · 0 for t < t'' ., ,1 for t < t' · 

(65) 
As we shall see in the sequel, a different nota

tion for the expressions (64') will turn out to be 
convenient; it is obtained by separating in (64) a 
term proportional to TJ c (t - t') by means of the 
identity TJa(t- t') = 1- TJc(t- t'). We thus obtain 
(taking into account (7)) the following identity for 
chronological pairings 

"¢+1Jl-c(k, t- t') = '\'1Jc(t- t') + nk, 
'¢-'¢+c(k,t-t') =-1Jc(t-t') + (1+ynk), (66 ) 

and for antichronological pairings 
'¢+'¢-a(k, t- t') = -y1)c(t- t') + "((1 + '\'nk), I 

1Jl-"¢+a(k, t- t') = 1Jc(t- t') + vnk. (66) 
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Note that (64) coincides with the second term in 
(66). 

According to (63), the decompositions (66) lead 
to decompositions of the chronological and anti
chronological pairings into two terms each, which 
we shall designate as an R-pairing and an S-pairing: 

'I!J±o(r, t)'¢+o(r', t')=R'I!J±o(r, t)'¢+(r', t')+S'I!J±0 (r, t)'¢+(r', t'). 
(67) 

The following properties of this decomposition will 
be important for us: 1) the R-pairings are propor
tional to 1)c(t- t') and do not depend on nk; 2) the 
total dependence on nk is contained in the S-pairing. 
Note that the decomposition (67) can be applied to 
mixed pairings also, if for the latter one considers 
the R-pairings to vanish, so that they consist of an 
S-pairing only. 

The representation of the expectation values 
(62) in terms of the pairings (63) allows one to 
represent the terms of the series for (61) by means 
of diagrams, where the lines correspond to the 
pairings (contractions) (63) and the vertices repre
sent the functions hp p (r1 ... rn) in (21) and the 

1 ... n 

functions ap P (r1 ... rn) in (19). The latter 
1"' n 

vertices will be designated as A-vertices, and the 
corresponding points will be called A-points. The 
term "diagram" will be used in the sequel to 
represent not only the graph, but also the integrand 
represented by it. This integrand is the product of 
vertex functions (briefly-vertices) and pairings, 
and also contains cut-off factors exp(-\r\/L). For 
the space-time points and exponents in (63) we use 
the standard abbreviations: 

x={r,t), k=,(k;ek0), (k,x)=ek0t-kr. 

We now analyze the diagrams. The diagrams 
are classified in the usual manner according to the 
topological properties of their graphical represen
tations. First of all, an arbitrary diagram is 
represented as the product of its connected com
ponents (for a definition of the latter cf., e.g.,[sJ). 
Our diagrams have distinguished vertices, namely 
the A-points. All A-points refer to one vertex func-
tion ap p (r1 ... rn) and are connected into one 

1 ... n 
node, therefore they all belong to one connected 
component, which will be called the connected 
A-component of the diagram. An arbitrary diagram 
D for (61) can be represented as a product D = 
= D1DA_, where DA_ is the connected A-component 
and D1 is the product of the remaining connected 
components of the diagram (not containing A-ver
tices). 

We note that D1 is exactly equal to some dia
gram for the expression 

(S8+(t, t0)S8 (t, to) lin) (68) 

and all diagrams D of (61) can be obtained forming 
the products of their connected A-components with 
all possible diagrams for the expression (68). 
Based on this it is easy to show that the sum of the 
contributions to the expression (61) from all the 
diagrams equals the product of the sum of the con
tributions of all A-connected components by the 
sum of the contributions of all diagrams for the 
expressions (68), i.e., 

(S8+(t, t0)AHo(t)S8 (t, to) lin) (69) 

= (Sg+(t, to)AH•(t)S8 (t, to) lin)con~(S8+(t, to)Sg(t, to) lin), 

where ( ... lin)' denotes the sum of the contribu-conn 
tions from the A-connected components only. 
However, owing to (38), i.e., unitarity, the expecta
tion value of (68) is one, so that one can write: 

(S8+(t, t0)AH•(t)S8 (t, to) lin) (70) 

= (S8+(t, t0)AHo(t)S8 (t, to) lin) conn'· 

Thus the expression (61) equals the sum of contri
butions from connected A-components only. The 
contributions of all other diagrams cancel. 

This also demonstrates the existence of the 
limit (61) for L- 00 • Indeed a connected A-com
ponent contains a rapidly decreasing factor: the 
A-vertex function a(r1, ... , rn) and the other fac
tors (vertex functions and pairings) are short
range functions. Owing to connectedness the total 
diagram will then be a rapidly decreasing function, 
and its integral over space points converges even 
in the absence of the cut-off factors exp(-\r\/L). 
On the contrary, for connected components which 
do not contain A-vertices, this integral will diverge 
proportionally to the volume, but the contributions 
of all those diagrams cancel in (61). 

In the sequel we assume that the limit is already 
taken, and the term "diagram" will always desig
nate a connected A-component. In addition we as
sume that all pairings in the diagram are repre
sented, according to (67), as a sum of R-pairings 
and S-pairings. Then the diagram will decompose 
into a sum of "split" diagrams in which either the 
R-component, or the S-component is left over from 
each pairing. Then the expectation value (70) will 
consist of a sum of contributions from all such 
"split" diagrams. Thus, starting from this point, 
we consider only connected A-components with two 
types of pairings: R-pairings and S-pairings, and 
the mixed R-pairings vanish. 

We now consider the behavior of (69) for t0 -

- 00 • It was already noted that whenever the switch
ing-on of the interaction leads to macroscopic 
changes, this manifests itself in a definite manner 
in perturbation theory: contributions from diagrams 
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a b 

'2·t--n 
r .. ~ ,, 

c 

Diagrams corresponding to the renormalization of the mo· 
mentum space density: a -a diagram with a singular !IT-part; 
b -the contracted diagram (with respect to this !IT-part); c -
the corresponding diagram for the renormalization "'-nk(t,t 0). In 
the case a the central part is at left, the !IT-part is to the right. 
The shaded part represents an A-vertex, the heavy dots repre
sent A-points; the heavy line represents a reduced pairing. 

containing certain vertex parts become divergent 
(these are vertex parts connected to the remainder 
of the diagram by a certain number of incoming or 
outgoing lines). This also happens with our dia
grams; the modification of each macroscopic quan
tity leads to divergences related to the form of the 
corresponding vertex parts. In particular, as will 
be shown below, the modification of the momentum 
space density corresponds to vertex parts connec
ted to the diagram by two lines: one incoming and 
one outgoing. 

Let us consider such a diagram (cf. fig., case a). 
More precisely, we have in mind diagrams which 
can be decomposed into two parts, connected to 
each other by two lines with opposite relative ori
entations, and all A-points are contained only in 
one of the two parts. This part (containing the 
A-points) will be called the central part, or the 
A-part, and the other part (which does not contain 
A-points) will be called the !R -part. The contrac
tions corresponding to the lines connecting the 
!R-part with the A-part will be called the external 
pairings of the !R-part, the vertices in which these 
lines originate and terminate will be called the ex
ternal vertices of the !Jl-part, and will be denoted 
by xj, x2 and the remaining (internal) vertices of 
the !R -part will be denoted by x' ... x'. The function 
describing the !R-part will be denoted by 
!R(xj, x2; x' ... x'). For the A-part the corresponding 
notations are x2, x1 ; x ... x and A(x ... x; x1, x2). A 
diagram with an !R-part can then be written as: 

D (x ... x, Xt, x2; xt', x:!'; x' ... x') 

X !R (x/, x2.'; x' ... x') 
(71) 

(each external pairing can be either an R-pairing 
or an S-pairing). Integrating (71) over the internal 
vertices of the !R-part we obtain an expression 
which differs from the original (71) by replacing the 
!R-part by its integral over the internal points: 

~ ... ~ !R (x/, xz'; x' ... x') dx' ... dx' = !Jl (x{, x2' It, to) 

= ~ exp {-ik(r/- r2')}'1Rk(t{, t{ lt,to)dk 
(72) 

(we have explicitly written out the dependence oft 
and t0 and have introduced the Fourier transform 
with respect to rj- r~. having here in mind the 
spatially-homogeneous case only, as already men
tioned). 

We now call an !R-part where both external pair
ings are S-pairings a singular part (briefly s-part), 
and show that the integration over the times of the 
external points of the s-part 

t t 

t, to 

lead to a divergence for t0 - -oo. 

It is sufficient to prove this for such s-parts (to 
be called simple s-parts) for which no pair of in
ternal points is external for another s -part. Then 
for non-simple s-parts (72) is already divergent. 
For simple s-parts we can assume that (72) has a 
limit for t 0 - -oo. It is easy to see that if it exists, 
this limit must depend asymptotically, for tj- -oo, 

t2 - -oo, only on the difference t2 - tj: 

lim mk (tt', t2' 1 t, to)= mk(tt', t2' 1 t) -+ mk (t/- t2'). 
to-+-OO ft'..._.--'00, t2'-+-co 

(73) 

It follows that if even one of the external pairings 
is an R-pairing, the integral over the domain t < tj 
< +co, t < t~ < +co converges since the factor 
Tic (t1 - tj) effectively reduces the integration region 
tot < tj < t 1, t < t~ < +co, and similarly for the fac
tor Tic (t2 - t2) (the times t1 and t2 refer to the A-part 
and remain fixed in this integration). On the con
trary, if both external pairings are S-pairings, the 
integral over the external points of the !Jl-part 
diverges for t0 - -co. For instance, if both ex
ternal pairings are chronological, this integral has 
the form 

~ dkA (x ... x; x 11 x2)exp {i(k, Xt- x2)} 
t t 

X ~ ~ dt/ dtz' exp {iek0(tt'- tz')} 
to to 

X nk ( 1 + vnk) !Rk (tt', t2.' It, to); 
(74) 

and the divergence of this expression for t0 --co 

is an obvious consequence of (72). 
The cases when both external pairings are anti

chronological, or when one is chronological and the 
other is mixed, etc. are completely analogous, and 
we refrain from writing them out explicitly. 

Let us consider in more detail the expressions 
(74). One can associate with each diagram which 
has a singular !R-part a simpler diagram, by re-
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placing this s-part and its external pairings by one 
S-pairing (cf. the figure, case b). Then the diagram 
(71) will be replaced by the diagram 

15(x ... x; x1,x2) = A(x ... x; Xt,X2)S¢+(xt)"I\'-(X2), (75) 

where the A-part A(x ..• x; x1, x2) is identical with 
the one in (71). We call this diagram the contrac
tion of the initial one, and the pairing which re
places the s-part and its external pairings is called 
the reduced pairing of the contracted diagram. 

For the case (74) (both external S-pairings are 
chronological) the contracted diagram has the form 

~ dkA(x ... x; x~, x2)exp {i(k( x1 - x2)} nk (76) 

Comparing this with (74) we see that both are of the 
same form, only the momentum space density nk 
belonging to the reduced S-pairing is replaced by 
nk(t, t0), with 

t t 

L\nk(t, t0 ) = ~ ~ dt/ dt2' exp {iek0(tt' '-- t2')} 
to to 

X nk( 1 + ynk) Vik (tt',t2'f t, to). 
(77) 

If one adds (74) and the contracted diagram (76) 
the sum will be the expression which is obtained if 
one replaces the reduced S-pairing in the contracted 
diagram by an S-pairing with the momentum space 
density nk + Ank(t, t 0), leaving nk unchanged in all 
other S-pairings. 

On the other hand, the replaced part of the initial 
diagram, i.e., the m-part and its external pairings 
can be uniquely associated with a diagram :D for 
the expression 

(Sg+(t, to),;kHo(t)Sg(t, to) lln)=(Sg+(t, to),;kSg(t, to) lln)(78) 

(nk is the momentum space density operator (14)). 
This is done (cf. figure, case c) by associating with 
the replaced part of the initial diagram (71) the ex
pression 

:D(r1, r2; t; x!'; xz'; x ... x) = S1Jl+0(r1, t)1Jl-o(x/) 

X S1jJ_0(r2,t)1Jl+0(x2') !R(x/,x/;x' ... x'), 
(79) 

where m (xi, x2; x ..• x) is the same function as in 
(71). Obviously, (79) is one of the possible diagrams 
for (78); its relation to the corresponding s-part 
consists in expressing the appropriate renormaliza
tion Ank(t, t 0) in terms of the contribution from the 
diagram (79). Indeed, one can rewrite Eq. (77) in 
the form 

L\nk(t,t0)= ~ d(r1 -r2)exp {-ik(rt- r2)} · 

( ~ .. ~ dx/ dXz' dx ... dx: D(rhr2, t; x/ x2'; x ... x)) 
= (Sg+(t, to);;,kSg(t, to)lln):D· 

(80) 

This notation signifies that one should consider in 
(78) only the contribution from the diagram (79) 
(which corresponds to the contracted s -part). 

It follows from all this that the contribution from 
diagrams which have an s-part (we call such dia
grams m-singular diagrams) reduces to a renorm
alization of the momentum space density india
grams which do not have an s-part (such diagrams 
will be called lR-regular). This is done by taking an 
m-singular diagram and separating in it the maxi
mal s-parts (i.e., s-parts which are not contained 
in any other s-parts of the same diagram). The 
separation of maximal s-parts is unique, and they 
can be successively contracted out by means of the 
procedure outlined above. As a result the contribu
tion of the original m-singular diagram is reduced 
to a renormalization of the momentum space den
sity in the reduced pairings of the completely con
tracted diagram. The latter is obtained from the 
initial diagram by replacing each maximal s-part 
together with its external pairings by one reduced 
S-pairing. Then the renormalization Ank(t, t 0) of 
the reduced S-pairing will be expressed in the form 
(80) in terms of the contribution of the diagram 
which corresponds to the contracted maximal 
s-part. 

It is easy to see that not only does each m-singu
lar diagram yield a unique completely contracted 
diagram, but also conversely, to an arbitrary 
m-regular diagram and given contracted s-parts 
for definite S-pairings of this diagram one can re
construct the initial m-singular diagram in a unique 
manner. It follows that the sum of the contributions 
from all diagrams can be computed in the following 
manner: one calculates the sum of the contributions 
from all m-regular diagrams and in the resulting 
expression one carries out the following substitu
tion on the momentum space density 

nk---+ nk' (t, to)= (Sg +(t, to) nk 0 (t) Sg (t, t0) lin)= (Jlg(t, to)n) k· 

(81) 
The sum of the contributions from all m-regular 

diagrams can be considered as an expectation value 
with respect to a distribution which we denote by 
lit, t 0; g, n), in the following manner 

+ "H ' A 

(Sg (t, to) A '(t)Sg(t, to)ffn)conn, lR-I'"eg;=(A[ft, to; g, n). 
(82) 

(The left hand side defines a notation for the sum of 
contributions of the m-regular diagrams.) Then the 
assertion we have proved can be written in the form 

(Sg+(t, to)AHo(t)Sg(t, to) lin) (83) 

=(Alit, t0; g; nk'(t, t0)) = <-411t, to; g; llg(t, to)n), 
and comparing this equation with (44) shows that 
(82) defines the same distribution as (43). Thus the 
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expectation value with respect to the distribution 
lit, t 0; g, n), discussed in Sec. 2, is represented as 
the sum of contributions from all IR-regular dia
grams. 

We now assume that the only divergences for 
t 0 - -CXl are those related to the presence of 
singular !R-parts. Then, since the distribution (83) 
is a sum of contributions from diagrams with no 
singular !R-parts, a limit for t 0 - -CXl will exist for 
the expectation values (82), i.e. (45) will hold. The 
existence of this limit, which according to (82) can 
be written in the form: 

(A JJg; n) = (S/(0,- oo)ASg(O,- oo)JJn)~onn, !R--'reg, 

(84) 

it follows rigorously that this limit, i.e. (84), is the 
expectation value in quasi-equilibrium states of a 
non-ideal gas with momentum space density nk, as 
was shown in Sec. 2. Here nk varies with time ac
cording to the kinetic equation (60), i.e. according 
to (84) 
ank ~ h dt = -i(Sg+(O, -oo) [gH', nk]Sg(O, -oo) Jln)conn, !Jl-reg 

(85) 

Thus, the existence of evolution equations in 
closed form for nk is equivalent to the absence for 
t0 - -CXl of other divergences than those related to 
singular !R-parts. These latter divergences are the 
only ones which are always present (for any Hamil
tonian), but in concrete cases there may exist in 
addition other singularities (in particular, such will 
be the case for systems with Coulomb interactions). 
In these cases the quantities nk do not suffice for 
the description of quasi-equilibrium situations; one 

must add other macroscopic quantities, and evolu
tion equations in closed form will exist only for 
this enlarged set. The approach developed in the 
present paper can be generalized in an obvious 
manner to the derivation of such equations, and to 
all analogous cases. Thus, considering the switch
ing-on of the interaction for states of the form 
link, cp!J (cf. (16)) we obtain evolution equations for 
nk and <Pk• which describe the kinetics of supercon
ducting states. For spatially nonhomogeneous 
states (15) we obtain an equation for p 1(r, r', t); in 
the latter case one can also derive an ordinary 
kinetic equation for nk(r) if one generalizes our 
approach, considering a switching-on of the inter
action not only as a function of time, but also of 
space. The author hopes to discuss this in another 
place. 
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