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The problem of scattering of an electron in a metal by an impurity with a spin is solved by 
means of the analyticity and unitarity relations. An expression for the scattering amplitude 
is found which is valid throughout the whole region near the Fermi surface. A formal expan­
sion of the solution in powers of the interaction is identical, up to quadratic terms, with the 
respective terms of the perturbation-theory series. The behavior of the amplitude as a func­
tion of the energy depends on the sign of the exchange part of the interaction. If the sign is 
negative then the cross section is a maximum atE= EF and equals 47rk"f; however, atE~ EF 
the behavior of the scattering phase shifts has nothing in common with the resonance des­
cribed by the Breit-Wigner formula. If the exchange interaction sign is positive then the cross 
section is a minimum atE= EF· 

KoNDd 1J called attention to the fact that pertur­
bation theory is not applicable to the amplitude of 
the scattering of an electron in a metal by an im­
purity possessing a spin. This problem must there­
fore be solved by other methods. There are already 
many papers devoted to this question (see, for ex­
ample, the articles by Abrikosov[2J, Donach[ 3J, 
Nagaoka[4J, and Suhl[5-7]. The problem, however, 
cannot yet be regarded as solved. In particular, 
the results obtained by different authors are not 
the same. In addition, the scattering amplitude ob­
tained in a number of papers[3•4•7] has incorrect 
analytic properties (complex poles on the physical 
sheet), as noted by the authors themselves. 

We solve the problem in this paper at zero tem­
perature, using equations obtained on the basis of 
the analyticity and unitarity properties. Such an 
approach to the problem was already used earlier 
by Suhl [s, 7 J. However, the expressions obtained in 
the present paper for the scattering amplitude are 
internally consistent at all energies, unlike Suhl's 
results[7]. In particular, there are no complex 
poles on the physical sheet. 

We begin with consideration of the model prob­
lem in which an ideal Fermi gas at T = 0 interacts 
with a pointlike impurity. At the end of the article 
we shall discuss briefly the question of applicability 
of the obtained results to a real system of interact­
ing electrons (Fermi liquid). 

We must clarify first the analytic properties of 
the scattering amplitude. To do so we must derive 
for the scattering amplitude formulas analogous to 
the formulas of Lehmann, Zimmerman, and Syman­
zik in field theory[BJ (see also[6J). 

When t - ± oo, the electron creation operators 
can be represented in the form 

where Vis the volume of the system. A similar 
formula holds obviously also for the annihilation 
operators. With the aid of these formulas we ob­
tain for the S-matrix elements corresponding to 
electron scattering 

= v-•t. ~ dxeikx-iEA1Ucx(v)<M'Iah'CX'S'Ijlv+(x) IM>It=-oo 

=- v-•f, I d"x~eikX-iEA 1Ucx(v)<M'Iah'CX'T(S'Ijlv+(x)) IM>· J fit 

+ <M'I aa•h'akaS I M) = 6cx•cxc'>M'M6k'k 

_ _!.__) d•xeihx(i~+Ho) <M'Ian•a•T(S'Ijla+(x)) IM>. v fit X 

(2) 

Here a and M are the projections of the electron 
spin and of the impurity spin before the scattering, 
while a' and M' are the same quantities after scat­
tering; H0 = -v2/2m (we shall henceforth put 
m = 1/2), and k, k' > kF, where kF is the Fermi 
momentum. A similar procedure is applied also to 
the operator ak'a'; as a result we get: 

+ y-1) d"xcl'yeikx-ik'y ( i !.__ + Ho) ( i !_- Ho) 
fixo x fiyo y 

X<M'I T(S'Ijlcx•(Y)'Ijlcx+(x)) IM). (3) 

A similar formula can be obtained also for the 
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matrix element of hole scattering. 
We shall assume that the impurity is located at 

the origin. Outside the action range of the impurity 
potential, the operators 1/J and f satisfy the free 
equations of motion in the Heisenberg representa­
tion. Therefore, taking into account the fact that 
the radius of the impurity is equal to zero, we can 
neglect the dependence on the vectors k and k' in 
the expressions for the electron and hole scattering 
matrix elements. As a result, these formulas can 
be written in the form 

'·. 4:rt M'M +2mo(E~t-Ei<')vT"'"' (Eh), E">EF; (4a) 

(M'k'a'ISI.Mka> = -ISa'aiSM'Mok,k 

+2 "-"(E E' 4:rt M' mu 'h'- ~<)-yTaa' (Eh), E"<EF; (4b) 

T~~;;_u (E)=~) dx dy dt eiEt ( i !_- Ho) (i !__- Ho) 
n: at x at y 

X (M'I T'ljla•(Y, t)¢a(x, 0) IM). (4c) 

In the expression for T we have gone over in the 
usual fashion from the operators in the interaction 
representation to the Heisenberg operators. The 
factor 47r /V is introduced in order that the matrix 
T represent the usually normalized scattering am­
plitude; the correctness of such a normalization 
can be readily verified by considering the first 
perturbation-theory approximation for the S ma­
trix. We note that in formula (4b) the sequence of 
the initial and final electron spin indices is differ­
ent than in (4a). Therefore when E < EF the scat­
tering is described not by the matrix T(E), but by 
the matrix TT(E), where the transposition sign 
pertains only to the spin indices of the electron. 

In order to clarify the analytic properties of the 
matrix T as a function of the energy, it is neces­
sary to obtain for it a representation similar to the 
Lehmann representation for the single-particle 
Green's function (see, for example, the book by 
Abrikosov, Gor' kov, and Dzyaloshinski'([9 J). Such a 
representation is of the form t) 

Ep M'M 

(E) = !_ ) dE' Pa'a (E') 
:rt 0 E'-E + io 

oo U'M 

+ !_ ~ dE' P,a'a (E'). ' 
:rt E E -E- £IS 

F 

!)Generally speaking, (5) can have poles when E < 0. How­
ever, the presence of such poles should not affect the phenom­
ena that occur near the Fermi surface. 

1 4 ~ (M'Ijtt•(E') In> (nlja+(E') IM>, E > Ep 
n 

1 4 ~ (M'Ija+(E') In) (nlja,(E')M), E < EF 
n 

(5) 

Here 

ja(E') = ) dx (E'- Ho)¢a(x), E' < E,l < E' +dE'. 

Expression (5) differs from that obtained by 
Suhl[ 5•61 in that it has no constant term, which in 
our normalization is equal to the Born scattering 
amplitude. The reason for this difference is as fol­
lows. In the derivation of (5) we have interchanged 
the order of integration with respect to the coor­
dinates and the summation over the intermediate 
states. Since this sum converges very slowly 
(like J dk k- 1exp[ikx]), such a permutation is not 
valid. However, the difference between the two 
expressions-with the correct and with the rear­
ranged sequence of integration and summation-is 
equal to a constant, which cancels out the constant 
occurring when the derivatives with respect to time 
are introduced under the sign of the T-product. 
The correctness of this statement can be readily 
verified by considering scattering in the absence of 
the Fermi sphere. Inasmuch as we are dealing 
with large intermediate-state energies, the pres­
ence of the Fermi sphere cannot change the result. 
We note also that the amplitude (5) decreases when 
E - 00 , which agrees with the results of the usual 
theory of scattering by a pointlike center-scatter­
ing of neutrons by protons in the zero-radius ap­
proximation (see, for example, the book by Akhiezer 
and Pomeranchuk[toJ). 

We write the scattering amplitude in the form 
T = A + B(S · u). Then there exist for the functions 
A and B representations which are obtained from 
(5) by replacing the matrix p by the functions 
PA = (1/2)Spp and PB = [2S(S + 1)r1sp(S ·up). Using 
the definition of p, we can readily verify that the 
function P A is not negative, and the function PB is 
real. By virtue of the foregoing, the functions A 
and B are analytic in the plane of the complex 
variable E with a cut along the real axis from zero 
to infinity, their values on the lower edge of the 
cut being the complex conjugates of the values of 
the upper edge. These functions assume physical 
values on the upper edge of the cut if E > EF, and 
on the lower one if E < EF. 

We now proceed to the unitarity condition S + S 
= 1. Let E > EF; then by virtue of (4) 
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i(T+- T) = T+T. 

In the right side of this equation is the sum over 
the intermediate states, which contain, besides one 
electron, an arbitrary number of electron-hole 
pairs; all the particles in the intermediate states 
are real, i.e., their energies are connected with the 
momentum in the usual fashion: E == p2• If we as­
sume now that the matrix elements of the T-matrix 
for transitions from the single-particle state to the 
many-particle states are finite 2>, then the contribu­
tion of the many-particle states to the unitarity 
condition vanishes when the energy of the scattered 
particle approaches the Fermi energy, owing to the 
vanishing of the statistical weights of the intermed­
iate states (for more details see the paper by 
Migdal [111). 

We are interested in phenomena that occur near 
the Fermi surface. It is therefore reasonable to 
neglect the contribution of the many-particle states 
to the unitarity condition. Then for E > EF, using 
( 4), we obtain 

lm A = k ( I A 12 + S ( S + 1) I B 12) , 

1mB= k(A*B + AB*- IBI 2), (6) 

where k == v'E; in the derivation of these equations 
we used the fact that (S ·a) 2 == S(S + 1) - (S ·a). 

As already mentioned, when E < EF the scatter­
ing amplitude is the matrix TT == A + B(S ·a 'I), and 
therefore the unitarity relations become 

ImA = -k(IAJ 2 + S(S + 1) IBJ 2), 

1mB= -k(A*B + AB* + IBJ2). (7) 

In the derivation of (7) we used the equality (S ·aT) 2 

== S( S + 1) + ( S ·aT), which can be readily obtained 
by recognizing that -aT is obtained from with the 
aid of the unitary transformation -aT== ayauy. 
Expressions (7) have been written out for the lower 
edge of the cut (E == E- io). On the other hand, 
A*, B*(E- io) ==A, B(E + io), so that we get on the 
upper edge 

2 lu is essential in what follows that 1mB takes on different 
forms when E > EF and when E < EF. As follows from the re­
sults (32) and (35) below' as E _, EF we get B - (ln [E - EF I r·' 
i.e., this difference vanishes when E ~ EF. The contribution of 
the many-particle intermediate states also leads to different 
forms of lmA and 1mB when E > EF and E < EF. It is therefore 
legitimate to neglect this contribution if it approaches zero as 
E _, EF more rapidly than ln- 2 [E- EF [. In the case when the 
matrix elements of the transition from the single-particle state 
to the many-particle states are bounded, this is certainly the 
case["]. A situation in which the contribution from the many­
particle states can not be neglected appears little likely to us. 

lmA = k(IA 12 + S(S +~1) IBI 2), 

1mB= k(A*B + AB*- jBj 2e(E -EF)). (8) 

Unless otherwise stipulated, we shall henceforth 
assume that E == E + io. 

We introduce in lieu of A and B the quantities 
a±, which for E > EF are the scattering amplitudes 
in states with total angular momentum J == S ± 1/2: 

<4=A+BS, a_=A-B(S+1). (9) 

The unitarity relations for these quantities are 

{ 2S 
Ima+=k la+lz+ (2S+1)2[ja+l2+1a_l2 

-a+* a_- a+a_*]8(EF- E)} 

Im a- = k{ I a_J2- 2(S +J.Lu a+l2 +I a-12 
(2S + 1) 2 

- a+*a_- a+a_*] 8(EF- E)}. (10) 

We shall use a device proposed by Froissart[ 12 l ; 
we seek a± in the form 

We then get from ( 1 0) 

2(S + 1/2 + 1/2) 
11±2 = 1 +--(2S + ~[11+2 + 11-z 

- 21']+11-COS 2(6+- !'L)] 8 (EF- E). 

( 11) 

(12) 

As expected, when E > E F we have 1)2 == 1. When 
± 

E < E F it follows from ( 12), in particular, that 

(S + 1)11+2 + S11_2 = 2S + 1. (13) 

With the aid of the functions 17± we can write the 
amplitudes a± in the form 

1 
a±= 2ik {exp[2i(v±+<p±)]-1}, 

EF 

qJ± =- 4k ~ dE' ln 11±2 = qJ±'- 2i ln 11±, 
:n: 0 k'(E'-E) 

( 14) 

Let us set up the combinations[ 12 J 

a+' = - 1- [ (2ika+ + 1) e-2i'P±- 1] = - 1- ( e2iv± - 1) 
- 2ik - 2ik . 

( 15) 

By virtue of the fact that v± is real, we have for 
a~ the equalities Im a~ == kia± 12• When E > 0, the 
a~ have no singularities other than holes and the 
cut along the real axis. 

Functions possessing such properties were in­
vestigated in detail by Gribov, Zel'dovich, and 
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Perelomov[13]. Their most general form is 

( 1 R<±l -t 

a±' = - , - a±+ ik + c±E + ~ E<±l :_ E ) , 
m m 

(16) 

where~ and E~) are real, and c± and R~) are 
positive. We now recall that when Ep = 0 the am­
plitudes for the scattering by a pointlike potential 
take the form [to] 

(0)- (0) (1- "k (O) )-f a±-a± za± . (17) 

When E » Ep, Eq. (16) should go over into (17), 
since the phases cp± decrease and therefore c± = 0. 
We cannot forbid the appearance of poles; this, 
however, seems extremely unlikely to us, and we 
therefore assume that 

a±'= a±(1- ika±)-1, "V± = arctg ka±. (18) 

It is obvious here that if kplad,0>J « 1 then a±~ a~>. 
This question is discussed in detail later. 
We set up, following Suhl [7], the function 

1 + 2ikA 28 + 1 + 2ik[(S + 1)a+ +Sa_] 
u =---=--

B a+-<l- (19) 

By virtue of the unitarity conditions (8) and (10), we 
get the equality 

u- u* = 2ike(E- EF), (20) 

which enables us to represent the function u in the 
form 

kp 

4k2 s dk' 
u(E)=P(E)+ik--n- -k~,2-E= 

0 

= P(E) + ike(E- EF) + Io, 

Io = - 2kln I kF -}! ,. 
n kli + k 

(21) 

Here P(E) is a rational function of E, satisfying the 
only condition P*(E) - P(E) = 0 on the entire real 
axis. 

With the aid of ( 14) and ( 19) we readily obtain 
the equality 

2 ) u - 2ik ( s + 1) ' ( 2 2) exp 2i ( <p-- <Jl+) = exp i (v+- "V-
u+ 2ikS 

from which it follows that 

TJ-2 = 1 u-2ik(S+ 1) ~~ 
TJ+z 1 u + 2ikS 

(23) 

It is easy to verify, using the definition (21) of u, 
that when E > E F we get 77: = 7J~, as should be the 
case. When E < Ep, taking (13) into account, we 
obtain 

TJ±2 = (P + / 0)2 + (2S + 1 + 2) 2E (24) 
(P+Io) 2 + (2S+1) 2E 

Let us determine now the function P( E) . When 
Ep = 0, taking (17) and (19) into account, we get 

1 + a+(O)a_(0JE 
Po(E) = (2S + 1) a+(o) _ a_(O) • (25) 

Let us assume that P(E) = P 1 + P 2E also when 
Ep ""0. Then the constants P 1 and P 2 can be deter­
mined with the aid of (18) and (22). This is done in 
the appendix, where it is shown that if kpi~J « 1, 
we get 

P(E) ~ (28 + 1) i + a+a__E- 4kF . (26) 
a+- a_ n 

As a result we obtain a solution of the problem 
in the form 

U±=~( 1+ika± 
2ik 1- ik~ 

E 

k {dE'lnTJ±2(E') 

<Jl± =-4n ~ k'(E'-E -i6)' 

--ln-F __ +(2S+ 1)b2E . 2kb k - k)2 J-1 
n kF+k 

(27) 

Here b = (2S + 1)-1(a..- a_). The functions cp± are 
regular in the entire complex E plane, with a cut 
along the real axis from zero to E F· In particular, 
they are bounded for all complex E, and therefore 
the scattering amplitudes cannot have any singular 
points, including poles, for complex E on the phys­
ical sheet. 

The logarithm which enters in 7Ji becomes infin­
ite when E = Ep, and therefore the amplitudes a± 

cannot be expanded in powers of b. However, 
making such an expansion formally, we obtain for 
E > Ep 

These expressions coincide exactly with the re­
sults obtained in second order of perturbation 
theory, if~ and b are replaced by a~> and b< 0>, 
and if the interaction potential is chosen in the form 

a 
V(r) =- 4n(a+<0>P+ + a_<0>P-)i>(r)-r, ar 

P_= (2S+ 1)-1(S- (Su}}, (29) 

where the factor (8/or)r has been added to elimin-
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ate the divergences at large momenta in the inter­
mediate states. In this form, the potential takes 
correct account of the boundary conditions at zero 
for a zero effective radius of the forces[ 14 J. When 
EF = 0, the expressions obtained with its aid for the 
amplitudes coincide with ( 17). From a comparison 
with perturbation theory it is natural to conclude 
that the amplitudes a± coincide with a~0 > at least 
accurate to terms of order (k F~) 2• 

We now proceed to a more detailed analysis of 
our solution. We are interested in the energy region 
near the Fermi surface. We note first that accord­
ing to (27) 1J~(S) = 1J~2 (S + 1) and cp_(S) =- <P+(S + 1). 
It is therefore sufficient to investigate only one of 

the phases, say <P+; the final expressions will be 
written out throughout for both phases. It is neces­
sary to consider separately the two cases b < 0 and 
b > 0. 3> The greatest interest attaches to the first 
case, with which we begin. 

The logarithm under the integral sign in the ex­
pression for <P+ cannot be expanded in powers of b 
and of a+a- only in a narrow region of energies 

/E'-EF/ ~ Epexp (-n/2kF/b/); 

outside this region, the integrand is small, and the 
corresponding contribution to <P+ can be neglected. 
As a result we obtain for <P~ = Re <P+ the approxi­
mate expression 

E 

1 E. dE' 
'P+' (E)= -- c __ _ 

4.n ~ E'- E 
. 0 

(30) 

In the derivation of (30) we have allowed an error 
of the order of E Fb2, as can be readily verified by 
considering the difference between the exact ex­
pression for <P: and the approximate one. As will be 
shown later, when EF » /E- EF/ » EFexp(-1/g), 
Eq. (30) contains a term proportional to 
EFb2ln IE- EFI, which is not contained in the 
aforementioned difference, since the integrand in 
this difference is finite when E = EF. Therefore 
terms of the type EFb2ln I EF- El must be taken 
into account in the calculation of ( 30). 

3 lBy virtue of (29), the sign of b coincides with the sign of 
the exchange integral defined in the customary manner. 

By making a change of variable, Eq. (30) can be 
transformed to 

, 1 C dy (1-y)2+(l/2ng)2(2S-1)Z 
rp+ (E)= 4.ng~. eeYJg+1ln (1-y)2+( 1/2ng) 2(2S+1) 2 ' 

0 

(31) 

where E = (E- EF) E"f. When E = 0, this integral can 
be readily calculated and is equal to- rr/2- SbkF, 
i.e., the phases <P~ are close to 'F rr/2. It can be 
shown that when IE I « exp(-1/ g) 

'P+' ~ -n I 2 - SbkF - n (In 1 e I) -1, 

'P-' ~ n/2 + (S + 1)bkF + n(ln/el)-1• (32) 

The large value of the phase at small E is con­
nected with the fact that when y ~ 1 the logarithm 
under the integral sign in (31) has a peak with a 
width of the order of kFibl. It is also obvious that 
if the factor (Eexp[+y/g) + 1)-1 is small in the reg­
ion of this peak, then the phase is also small. If 
IE I » exp(-1/ g), then the region of the peak makes 
an exponentially small contribution to the integral, 
and the logarithm can be expanded in powers of g2 

and y; as a result we get for IE I » exp(- 1/ g) 

2EFb2S 1 
'P+'~ lnjej; 'P-'~-2Epb2 (S+1)-lnlel. 

n n (33) 

The scattering amplitude calculated with the aid of 
(33) coincides with that obtained by perturbation 
theory. 

The behavior of the phases <P~ is shown qualita­
tively in Fig. 1. The phases <P~. which are small 
when IE I » exp(-1/ g), increase with decreasing IE I 
and reach extremal values close to =F n/2 when E = 0. 
With this, in the entire range of variation of E we 
have <P: < 0 and <P~ < 0. This behavior of the phases 
has nothing in common with their behavior at reson­
ance, which is then described by the Breit-Wigner 
formula. 

FIG. 1. 
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At the same time, when E = 0 the scattering am­
plitudes a± turn out to be close to their maximum 
values, equal to i/kF, just as in ordinary resonance. 
The scattering cross section turns out in this case 
to be equal simply to 47Tk"i, whereas when I EF- El 
» E Fexp(- 1/ g) we have 

(S + 1)a+2 + Sa_2 
a ~ 4n ----~-- .. - = !fn [az + S (S + 1) IJ2) 

2S + 1 ' 

a= (2S + 1)-1[a+(S + 1) + a_8], 

(34) 

a and b coincide, with accuracy to terms of order 
(kF~) 2 , respectively with the spin-independent and 
spin-dependent parts of the Born scattering ampli­
tude. 

We now proceed to the case b > 0. For the phase 
cp~ we obtain now a formula similar to (31), but in 
which the sign in front of y under the logarithm 
sign is reversed. As a result, the logarithm can 
be expanded in powers of EFf2 for all values of y, 
and simple calculations yield the following formulas 
for the phases at small values of E: 

cr+' ~ -S!J!.-F- Sn (2 ln I~: I) I 

cp-'~ (S+1)/ikF+ (S+1)n(2lnlel)-1• (35) 

and the expressions for the phases coincide with 
( 33) for large E (IE I » exp(-1/ g)) . 

In the case just considered, the phases are small 
compared with 7T/2, but are nevertheless anom­
alously large (their order of magnitude at E ~ 0 is 
bkF and not (bkF) 2). However, the cross section 
for E = 0 is no longer a maximum, as in the pre­
ceding case, but a minimum; namely, for E = 0 we 
have 

a~ 4n r (S + 1)a+z + Sa_z S(S + 1) bz] = 4naz, 
L 2S + 1 

whereas for large E it is determined, as before, 
by (34). 

Inasmuch as we are dealing with s-scattering, 
the cross sections calculated by us coincide with 
the "transport" cross sections, knowledge of which 
is essential in the calculation of the resistance. 
However, our formulas can be used only at low 
temperatures (T « EFexp(-1/g)). It is clear here 
that when b < 0 the contribution to the resistance 
from the scattering by impurities is maximal, and 
when b > 0 it is minimal. 

The results obtained are applicable practically 
in their entirety to real systems of interacting 
electrons (Fermi liquid). Indeed, the following 
three circumstances, which also take place in 

Fermi liquids, were essential to us: 1) single-par­
ticle spectrum, 2) analytic properties of the scat­
tering amplitude, 3) different forms of the unitarity 
conditions for E > EF and E < EF· It is merely 
necessary to remember here that, owing to the 
interaction between the electrons, the quantities 
~ and b are not related with a~0 > and b<O> as simply 
as in our case. Moreover, in the unitarity condi­
tions it is necessary now to replace k by ka', where 
a' is a renormalization constant in the pole term of 
the single-electron Green's function[ 9l. However, 
by introducing the renormalized scattering ampli­
tude T' = ar1T, the unitarity relations are reduced 
to the form (8). 

In conclusion, the author is grateful to I. Yass­
nevich and I. Ya. Korenblit, who interested him in 
this question, and also to Ya. I. Azimov, S. L. 
Ginzburg, V. N. Gribov, G. S. Danilov, and I. T. 
Dyatlov for valuable discussions. 

APPENDIX 

The purpose of this appendix is to determine the 
constants P 1 and P 2 in the expression for P = P 1 

+ P 2E with the aid of Eqs. (18) and (22). 
We note first that (22) can be rewritten in the 

form 
Ep 

exp{ 2il v-- v+- -~ \ --:-:-:-d-=:E-:-'_ln-::::-1 z-'-12
-:-:-:-- J lf. = z (E + io), 

L 4Jt ·0 k'(E'-E-ib) 

z = _1!:_~ 2ik(S + 1) 
u + 2ikS 

hp 

[ 4k2 r dk' J 
= P-ik(2S+ l) ---\ 1,., 1., .0 .-r • t .... _ ,·~-, 

I) 

(A.1) 

k 

r 4k2 F dk' J-1 £+ 
x P + ik (2S + 1) - - ) ,., , . . = -~-. 

L n o k - - J,z - u'l s-
(A.2) 

The function z is an analytic function of the com­
plex variable E with a cut along the real axis from 
zero to infinity. Its values on the different edges of 
the cut are complex conjugates, and furthermore, 
when E > EF its modulus is unity. Because of the 
latter circumstance, we have ln lzl 2 = 0 when 
E > EF, and the integral in the argument of the 
exponential in (A.1) can be written in the form of 
an integral along the contour C1 (see Fig. 2). 

As a result we get 
EF 

2ik 1 dE'Injzj 2 k (' dE'luz 
- 4n .l k' (E'- E- io) = 2ni J k' (E'- E- ib) 

o cl 

k (' lnz 
=lnz(E+io)+ 2ni J dE'k'(E'-E)' 

r, 
(A.3) 
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c; c, 

FIG. 2. 

The contour C2 circles in a positive direction 
around all the singular points of the function ln z, 
except those lying on the positive part of the real 
axis. Expression (A.3) together with (A.1) and (18) 
leads to the equation 

k \ dE'lnz . 
2i ( arctg ka+ - arctg ka_) - Zni J k' ( E' _ E) = 2mn, 

c, (A.4) 

where n is an arbitrary integer. 
The singular points ln z of interest to us obvi­

ously coincide with the zeroes of the functions lying 
on the physical sheet: 

kF 
E co dE' 4E dk' 

s::: = P1 +P2E + (2S + 11)-; ~ k'(E'-E) --;-- ~ k" _ kz 

-· 4i-E kF 
= Pt + P2E ± (2S + 1)i- E + arctg=. 

Jt i-E 

(A.5) 

It is natural to assume, inasmuch as k F I a± I « 1, 
that 

Pt ~ 1/b, 

and if v1Ef Ia± I « 1 the last term in (A.5) can be 
neglected in first approximation; we obtain there­
fore the following values for the roots of the func­
tions !;;±: 

(A.6) 

Further, since we have -IE> 0 on the physical 
sheet when E < 0, we are interested only in the 
positive roots of (A.6). For all possible signs of 
a+ and a_, there are two such roots. Using the 
known theorem concerning the number of roots, we 
can easily show that the functions !;;± have no other 
roots on the physical sheet. By altering slightly the 
values of the constants P 1 and P 2, we can make the 
positive roots of (A.6) to coincide exactly with the 
quantities la+/-1 and /a_/-1. With this, in first order 
in kF, only P 1 changes. (P1 ~ 1/b- 4kF/7r; this 
value of P 1 was used in (26).) 

Thus, the contour C2 should encompass two 
singular points corresponding to positive roots 

(A.6) lying on the real axis when E < 0. If both 
roots pertain to one of the functions !;;±, then the 
contour C2 should have the form q (see Fig. 2), 
and if it pertains to the functions !;;+ and !;;_, the 
proper contour is C2'. The contour integral obtained 
in this fashion can be readily evaluated by parts. 
Thus, for example, if a+ < 0, a_ < 0, and a+ < a_, 
then 

dE'ln z = iE s dE'ln ~+(E') -ln ~-(E') 
k' (E'- E) 2ni c," k' (E'- E) 

fii" 11 -E' ~(E') I = - 2i---=- arctg V -ln --'--
2nif E E ~- ( E') contour c ," 

1 1/ - E' r ~+' (E') s-' (E') J 
+-; ~/E' arctg V ~ ~+(E') - ~-(E') 

= 2i ( arctg kJ:-I - arctg kJ~+I ) · (A. 7) 

It is easy to verify that substitution of (A. 7) in (A.4) 
yields zero. It is easy to verify in similar fashion 
that Eq. (A.4) is satisfied also for all other possible 
signs of~· 
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