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The energy spectrum of an electron in a one-dimensional completely-disordered system is 
studied. The lattice points are approximated by o-like potential barriers. The distance between 
the points is a random function. The density of the probability of the distance between the points 
is assumed to be an exponentially decreasing function of the distance. A method is developed 
for obtaining an asymptotically exact expression for the density of the energy spectrum near the 
edge of the energy band. 

THE question of the structure of the energy spec­
trum of electrons in a liquid (liquid metal, dielec­
tric, etc.) is of interest in physics. Unfortunately, 
great mathematical difficulties arise in its solu­
tion, and it is sensible to investigate the simplest 
one-dimensional model. Hopes are raised, in par­
ticular, by the fact that the spectrum of the one­
dimensional model of the crystal has the same 
basic features as the spectrum of a real solid 
(band structure, especially at the edges of the 
bands). This apparently explains why a large num­
ber of papers have been devoted to one-dimensional 
systems. Dyson's pioneering paper[ 1J deals with 
the spectrum of a one-dimensional chain of coupled 
oscillators. The connection between this problem 
and the problem of the electron spectrum is well 
known. An extensive literature is also devoted to 
the influence of small distortions of the crystal 
lattice (or oscillator chain) on the spectrum (see 
the papers of I. Lifshitz,[ 2J Montroll and Potts,[SJ 
and Schmidt[ 4l ). 

In the investigation of the one-dimensional model 
of a liquid there are in fact two meaningful ques­
tions: 1) How is the discrete level spread out into 
a narrow band (this question, naturally, is meaning­
ful when the distance between lattice points is lar­
ger than the radius of the bound states) ? 2) What 
is the structure of the edge of the energy band? 
The first question was investigated in the one­
dimensional case by Frish and Lloyd, [ SJ and in the 
three-dimensional case by I. Lifshitz. [ 2 l It must 
be noted that both the first and second question 
were investigated by I. Lifshitz [ 2 J with exponential 
accuracy for a great variety of situations and for 
an arbitrary number of dimensions. 

The main idea consists in the following. Let, 
for example, the points of the ''lattice'' be ran-

303 

domly distributed potential barriers. To realize a 
state with an energy much lower than the average 
potential energy of the barriers it is necessary, in 
accordance with the uncertainty relation, that the 
neighboring lattice points be moved apart by a dis­
tance of half wavelength A./2. For large A. such a 
configuration has low probability, and an estimate 
of the density of the energy spectrum reduces to an 
estimate of the probability of such a fluctuation. No 
account is taken here, however, of the quantum ef­
fect of the penetration of the particles into the po­
tential barrier. In this paper we consider a situa­
tion in which this effect is essential, and find an 
asymptotically exact expression for the energy 
spectrum. 

We represent the one-dimensional liquid by a 
model of randomly arranged potential centers, 
from which the electrons are scattered. For sim­
plicity, the dimension of the potential centers is 
assumed much smaller than the electron wavelength 
and the average distance between centers. Such as­
sumptions allow us to write for the potential 

V(x) =a ~t'l(x- Xk); 
k 

a>O. 

The interaction between the potential centers Xk is 
taken into account in very simple fashion by speci­
fying the distribution functions P ( l k) of the dis­
tances zk = Xk+ 1- Xk between centers. In such a 
formulation, the edge of the band corresponds to 
the region of small values of k. 

1. BASIC EQUATIONS AND SOME GENERAL 
RELATIONS 

Our problem is to find the average level density 
of the Schrodinger equation 



304 G. M. ZASLAVSKII and V. L. POKROVSKII 

(1.1) 

with boundary conditions 

(1.2) 

for a specified distribution P( l) of the distance l 
between two nearest lattice points. Averaging over 
all possible configurations { xk} is understood. 
Owing to ergodicity, the average level density de­
fined in this manner coincides with the level den­
sity of a sufficiently long chain. Solution of (1.1) in 
the interval (xn, Xn + 1) is of the form 

'I'n+1 (x) =An+! sin [k(x-Xn+!) +'lln+d, (1.3) 

the connection between phases 1/Jn and 1/Jn + 1 being 
given by 

ctg ('lln+l - ln) = ctg 'iln + e, (1.4)* 

where 

ln=lc(Xn+!-Xn), e=a/k. (1.5) 

Usually one considers a system of length L 
with subsequent transition to L- oo. We, on the 
other hand, consider a system with a specified 
number of points M + 1. These problems are 
physically equivalent, for with a very high degree 
of accuracy, in accord with the law of large num­
bers, the length of the chains is for the overwhelm­
ing majority of configurations, 

L = MT = M / y, L, M-+- oo, (1.6) 

where l = y -1 is the average distance between 
lattice points multiplied by k (see (1. 5) ). 

The number of states NL(E) = NL(k2) with en­
ergy lower than E is equal to the number of 
zeroes of the wave function in a length L. Each 
possible placement of the 6 functions (i.e., of the 
points Xi) over a length L defines a configuration 
r and a corresponding number of states NL(E, r). 
The number of levels with energies smaller than 
E, averaged over all the configurations r and 
taken per unit length, is 

1 -::-:--:-=--=:-
JV(E)= lim-L NL(E,r), 

L-+oo 

(1. 7) 

where the bar denotes averaging over the configu­
rations. Schmidt has shown[ 4 l that N(E) has a 
finite limit and can be represented in the form 

N(E) = :n:-1y<1Jln+l('¢n) -'IJn), (1.8) 

where the angle brackets denote averaging over 
the distribution function W( 1/Jn) of the phase 1/Jn· 

*ctg =cot. 

Formula (1.8) is a result of the following rea­
soning. In our notation, the phase of the wave func­
tion at the end of an interval of length L, on which 
are located M atoms with 6-function potential, is 
1/! M+ 1. It follows from the boundary conditions 
(1.2) that I/JM+ 1 = m1r. If we agree that 

l'iJn+l - ln - '¢n I < :rt, 

then the number m is indeed the number of the 
level for the given configuration. The number of 
states NL(E, r), which naturally depends on the 
configuration r and on the length of the interval, 
is 

with I/Jk+1 = 1/Jk+t (1/Jk, Zk, E). As M-oo we can 
write, in accord with the law of large numbers, 

NL(E,r) ~ :n:-1M(¢R+I('iJ~<,z,,E) -1jl,). 

where the angle brackets have the same meaning 
as in (1. 8). Averaging the resultant expression 
over all the configurations r (i.e., over Zk), we 
obtain after dividing by L the average number of 
levels per unit length: 

M ------
N (E)=-<¢~<+!('¢~<, lu, E)-'¢~<>. 

:rtL 

If we now recall the notation in (1.6), then we ar­
rive in the limit at formula (1. 8). Actually, we have 
already assumed in the derivation that the distribu­
tion W(I/Jn) reaches a stationary value, if 1/Jn is re­
garded as a coordinate on a circle, and therefore 
we must assume that n in (1.8) is sufficiently 
large. The main difficulty in determining the num­
ber of energy levels is transferred in such an ap­
proach to the determination of the phase distribu­
tion function W(I/J). 

Let us write the probability that on the n-th 
step (i.e., after passing through n 6 functions) the 
phase 1/Jn lies in the interval (1/Jn, 1/Jn + di/Jn), in the 
form of the Smoluchowski integral equation 

Wn('¢n)d¢n 

= ~ Wn-d1Jln-!('¢n, ln)] d['¢n-l(¢n, ln)]P(ln)dln. (1.9) 

The connection between the phases 1/Jn-1 and 1/Jn in 
(1. 9) is determined by the condition (1.4). For suf­
ficiently large n, when Wn (1/Jn) tends to its station­
ary value that does not depend on n, we obtain the 
. f t• 1 t" [ 41 mtegro- unc wna equa wn: 

W('¢) = ~ dlW['¢'(¢, l)] d'¢'~:· l) P(l), 

ctg('ljl-l) = ctg'¢' +e. (1.10) 
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The solution of (1.10) should be periodic with pe­
riod 1r, non-negative, and satisfying the normaliza­
tion condition 

" ~ W(11J)d¢ = 1. 

There is one more simple relation, besides (1. 8), 
between the number of levels and the distribution 
functions W(I/J) and P(l ). This relation is based on 
a direct count of the average number of zeroes of 
the wave function in the interval between two lat­
tice points: 

oo (n+l)n n oo 

N(E)= ~n ~ d~ ~ dfJ ~ dlW(YJ-t-l)P(l)P(¢-YJ). 
n=1 n:t 

For some particular types of the distribution P( l), 
the Schmidt equation (1.10) can be reduced to a dif­
ferential-difference equation. Let the probability 
that the distance between two o functions lies in 
the interval ( l, l + d l ) be equal to 

P (l) dl = ve-vzaz, (1.11) 

which corresponds to a Poisson distribution of the 
points xy in the Schrodinger equation ( 1.1). Dif­
ferentiation of (1.10) with respect to If! yields 

~ dW ( 1jJ) - = w [ I ( ) ] d1jJ' ( 1jJ) 
v d1jJ 1jJ 1jJ d¢ - W(1jJ), (1.12) 

where 

ctg ¢' ( ¢) = ctg ¢ - e, (1.13) 

or, introducing 
00 

ctg1jJ = z, V(z)dz = W(1jJ)d1jJ, ~ V(z)dz = 1, (1.14) 

we have1> 

1 d 
--[(1 + z2) V(z)] = V(z)- V(z- e). (1.15) v dz 

Similarly, for distributions P(l) of the type 

P(l) =A ~ e-Y~c/, P(l) = Al"e-vz (1.16) 
h=l 

we can obtain for W(I/J) an n-th order differential 
equation with shifted arguments. 

In Appendix 1 we shall obtain a differential equa­
tion and a solution by the method described above 
for the case when the potential V(x) in the Schro­
dinger equation has a Gaussian distribution. 

We proceed now to investigate formula (1. 8) for 
the number of states. Frish and Lloyd[ 51 obtained 

1 )This differential equation was obtained by Frish and 
Lloyd['] in a different manner and was investigated for the case 
( < o. 

by the Rice method [ 6 1 for N (E), in the case of a 
Poisson distribution of the o functions, 

N (E) = lim z2V (z). (1.17) 

The result (1.17) is quite remarkable, since it 
makes it possible to find immediately, once the 
phase distribution function W(l/J) has been ob­
tained, the number of states without any additional 
averaging operations, as would be necessary if 
(1. 8) were used. We shall show the connection be­
tween (1.8) and (1.17) later. Actually formula (1.17) 
is not valid for arbitrary distributions of the dis­
tances between atoms, but for certain types of the 
distribution P( l) we can expre~s the number of 
levels N(E) in terms of V(z) and derivatives of 
V(z) as z- ±oo, bypassing the inconvenient aver­
aging operation in (1. 8). 

From the second equation in (1.10) we get 

2.¢ = ¢- ¢' = l + arcctg[ctg 1p' + e] -1jJ' 

= l + arcctg[z + e] - arcdg z, z = ctg ¢'. (1.18)* 

Hence, in accord with (1. 8), we obtain 

1 - 1 00 

N(E) = -v<t-¢> = -v ~ P(l)dl 
Jt Jt 0 

1 00 

+ -v ~ V (z) {arcctg(z +e)- arcctg z} dz 
Jt -00 

or, after making a change of variable in the second 
integral and recognizing that y -l is precisely the 
average distance between neighboring o functions; 

1 1 s N(E) =-+ -v arcctg z{V(z- e)- V(z)} dz. (1.19) 
Jt Jt 

-co 

In the case of a Poisson distribution of P( l) we get 
from (1.19), using (1.15), 

N (E) = lim z2V (z) 
z_,..-oo 

and we arrive at the result (1.17). 
We can similarly obtain convenient expressions 

for N(E) for certain other types of distributions of 
distances between o functions (see Appendix 2). 

2. POISSON DISTRIBUTION 

In order not to clutter up the main outline of the 
solution with excessive details, we present the so­
lution using a concrete example with a distribution 

P(Z) =[-le-I!~ (2.1) 

for which the main integral equation (1.10) reduces 
to the differential-difference equation (1.15). Un­
fortunately, we cannot present the solution of (1.15) 

*arcctg =cot-'. 
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in explicit form. The most trivial approximate so­
lution is the solution in the case when E « 1 and 
yE « 1. It is obtained by expanding the ri~ht ~ide_ of 
(1.15) in a series in E up to the first der!Vahve m­

clusive, and takes the form 

W('IJ) = C I (1 -- ys sin2 'IJ). (2.2) 

The solution (2.2) has been purposely written with 
exaggerated accuracy, since it is valid in this 
form even when perturbation theory is not appli­
cable (E « 1, yE < 1). If '}'E > 1, a pole appears for­
mally in the solution (2. 2), indicating that (2. 2) is 
not valid in a certain angle interval. We shall dis­
cuss in detail only the case yE » 1, corresponding 
to the bottom of the band. 

We shall preface the exact solution by a heuris­
tic analysis. It follows from (1.10)_ that for any 1/Jn 
which is not small, and for small l, the value of 
<Pn+ 1 is with overwhelming probability smaller than 
1/Jn· Therefore, even if as a result of a low-proba­
bility fluctuation the angle 1/J turns out to be not 
small, after several steps it will "roll down" into 
the region of small 1/J. For small 1/J, formula (1.10) 
can be written approximately in the form 

¢' -- \jJ = kl- B\j)2. (2,3) 

It follows from (2. 3) that in the vicinity of the point 
1/Jo = (kZ/E)112 disordered diffuse motion of the 
phase takes place and causes 1/Jo to become the 
point of the maximum of the distribution W(</J). We 
are justified in expecting that in the main the phase 
points on the circle will be concentrated around the 
small 1/Jo = (Zk/E)112• The occurrence of the level 
corresponds to low-probability phase jumps by 1r 

(and larger), connected with the large intervals l 
(kl > 1r). From the condition (1.14) and from Eq. 
( 1.15) it follows that the limits lim z2V (z) as 
z--oo and z- +oo coincide, which, incidentally, 
is obvious, since these limits have the meaning of 
W(O). The maximum of V(z) lies at the point 
zo = ..ryE » 1. 

We shall start the investigation of the solution 
V(z) from the vicinity of the point of the maxi­
mum. It is to be expected that V(z- E) can be ex­
panded in the vicinity of this point in a series in E. 
since a function varies weakly in the vicinity of an 
extremum. In this approximation, Eq. (1.15) takes 
the form 

1/ 2ys2V" (z) + (z2 - ys) V' (z) + 2z V (z) = 0 (2.4) 

(we neglect unity compared with z2). Equation (2.4) 
has a general solution in the form 

V (z) = eMz>{ A++ B+ ~ e-Mz) dz}, 
Zo 

£(z) = ~( ysz- z33 l' 
vs· ) 

(2.5) 

where A+ and B+ are arbitrary constants. The . 
first term corresponds to the expected sharp maxi­
mum of width I z- z0 l~y 1 1 4E3 / 4 , and behaves ap­
proximately like exp [- O!(z - z0)2}. The second 
term reverses sign at the point z0 and behaves 
when I z - z0 I » 'Y 1/ 4E3/ 4 like (z2 - yE) - 1, so that 
the constant A+ should be sufficiently large and 
positive. The condition for the solution (2. 4) to be 
expandable in a series in E is satisfied in the re-
gion 

(2.6) 

A similar solution can be obtained in the vicin­
ity of the point -z0, but here we write it for con­
venience in the form 

z 

V(z)=e6<z>(A-+B-~ e-6(z)dz), lz+zol~l'vs·. (2.7) 

The integration in the right side of (2. 7) is carried 
out formally in the region where the solution (2. 7) 
is not valid. Actually, however, the integrand has 
a sharp maximum at the point -z0, with a width 
I z + z0 I~ y 114 E314, so that the main contribution to 
the integral is made by the "legitimate" region 
I z + z0 I « /YE. In the solution (2. 7), the first term 
corresponds to an exponential function that in­
creases on both sides of the point -z0, approxi­
mately like exp [O!(z + z0)2], while the second be­
haves in somewhat more complicated fashion: 
when z0 - z » y 114E3/ 4 it can be approximated by 
the quantity 1/ 2 yE 2B_(z2 - yE) -1, and when z- zo 
» 'Y1/ 4 E3/ 4, by the quantity 

V(z) ~ ; l':rty'i•s'!.B_exp{- :v ~ + ;(z)}. (2.8) 

To determine the form assumed by the solu­
tions of the type A exp { /; (z)} outside the inter­
vals I z ± z0 I « ..fY"E we use a modified WKB 
method. We seek the solution in the form 

V(z) = eS(z). (2.9) 

The meaning of this notation is that we assume 
that in general we cannot represent the quantity 
V(z- E) in the form of a series in powers of E 
and then retain only a few terms, whereas for 
S(z) this is permissible. Accepting this assump­
tion and confining ourselves to only two terms in 
the expansion of S(z) in powers of E, we get 

(2.10) 

In the derivation of (2.10) from (1.15) it was as­
sumed that z » 1 and E2S" « 1. The terms 2z 
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and 1/ 2 yE 2S" exp ( -ES") can be determined by per­
turbation theory. Then, in the principal order in 
the small quantity (V y /E) -l, Eq. (2.10) can be 
written conveniently in the standard form 

(2.11) 

where 

z = x}'ye, QJ(x) = +eS'(z). (2.12) 

Equation (2.11) defines an even function cp (x) (we 
have discarded the trivial solution cp = 0). When 
x2 is close to unity, cp is close to zero, and the 
solution of (2.11) can be written in the form 

(2.13) 

J:<'or V (z) in the vicinity of the points z = ± z0 

we obtain 

V(z) = C exp {V~ f rp(x)dx} 
±1 

= C1 exp{ 2 V-~ ( x- ~3 
)} = C1es(z). 

Thus, solutions of the type Ae~<zl are made con­
tinuous with the solutions of the type 

V(z)=Cexp{V~ ~ (p(x)dx}. (2.14) 
±1 

Let us outline the region in which such solutions 
are defined. One limitation is imposed by the re­
quirement 

I ye2S" e-•S' I <-{' IV ( 1 - e-eS') - z2S' I' 

which leads to the inequality 

i z -1- zo I ?> y'1•s'1•. (2.15) 

The other condition we already know: I z I » 1. 
Let us determine the asymptotic behavior of 

cp(x) when x is large. When x2 » 1 we can ne­
glect unity in the right side of (2.11) and obtain 
approximately 

QJ(x) ~ -ln {x2jlnx2j}. 

Substituting the obtained asymptotic expression in 
(2.14) we find that solutions of this type increase 
exponentially as z - -oo. It follows therefore that 
the coefficient A_ in the solution (2. 7) is equal to 
zero. Thus, the solution in the vicinity of the point 
z = -z0 is defined, apart from the factor B_. 

Let us see what happens to the solution 
z 

es(z) ~ e-s(z)dz 

when z - z0 » y114 E3/ 4 • In this case we can neg­
lect the term with the second derivative in (2.4) 
and obtain 

V(z) = B_ / {z~ -- ye). (2.16) 

Comparing (2.16) with (1.17), we see that the coef­
ficient B_ coincides with the sought number of 
levels N(E). The problem is now to express B_ in 
terms of the quantity A+, which determines essen­
tially the normalization of the function V(z). 

We already know (see (2.8)) that V(z) in there­
gion of lzl » 1, lz + z0 1 » y 114E3/ 4 takes the 
form 

V(z)=Ccxp{V-;~ (p(x)dx}, 
-1 

(2.17) 

where <P =<Po + cp1, cp 0(x) is determined by Eq. 
(2.11), and cp 1 takes the form 

V-;, 2x + 1/2 Qlo' e-'Po 
cp1(x) =- -----'--­

V x2- e-q;, 
(2.18) 

We note that when lx I « 1 the term exp ( -cp 0) 

in the right side of (2.11) is negligibly small. It is 
therefore natural to neglect the term V(z -E) in 
the right side of (1.15) in the region lxl « 1, as 
will be justified. Solving the differential equation 
obtained in such an approximation, we get 

eV tan-1 z 
V(z) = D . 

1 + z2 
(2.19) 

In the region 1 « I z I « JYE (z < 0) this solution 
should go over into (2.17), for which purpose it is 
necessary to have 

-- 0 --

De-v::r/2=C-exp{V ~ ~ ( rp(x)-~+2o/ 8 ~) dx}. 
E _ 1 • X 2 V X 1 , 

(2. 20) 

The solution in the vicinity of z >> 1, z0 - z 
» y i/ 4E3/ 4 goes over into a function of the type 
(2.17): 

(2.21) 

The connection between D and C+ is similar to 
(2.20): 

- - 0 

De'hv" = C+cxp{V-Ve ~ (cp(x)-~-zll e ~) dxl 
1 ' J:- v v J::. J 

(2. 22) 

(cp is defined as before). Finally, the solution 
(2. 22) goes over into the solution (2. 5), the connec­
tion between C+ and A+ being of the form 

(2. 23) 

We are now in position to write an equation re­
lating B_ with A+: 
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(2.24) 

Let us determine A+ from the normalization con­
dition 

(2.25) 

Hence 

;'\.(I,· c) ;:::::; 1 l<vezJL = _!_.v ~ exp{ - n_. 
2 <'Jn l 1.- I 

1 +I 1 
+ -~ \ (- - (Po ( :x) J d:r }. 

"Vat · :r2 • 
-I 

(2.26) 

In the course of the work we had to introduce 
one more limitation E « 'Y (see (2.10), (2.11), and 
(2.18)). However, this limitation is not essential. 
It can be readily lifted by replacing the function 
cp0 (x) in the integral (2. 26) by means of a more 
complicated function, calculated with the aid of the 
ordinary differential equation 

X 2(j! + 2lfe/)• X = 1 - e-'P (1 + 1hiely rp'). 

N(E), and consequently also dN/dE, is propor­
tional to the exponential exp ( -1r /kl). This result 
can be readily interpreted from the physical point 
of view. When the particle has a wavelength A 
much larger than the average distance between 
neighboring centers l, its average energy becomes 
of the order of a/l. The energy k2 « a/f (ey » 1) 
can be obtained only in those configurations or on 
that section of the chain, where the neighboring lat­
tice points have been moved apart by a distance of 
the order of 1r /2, in order to make room for at 
least one node of the wave function. Since the prob­
ability is P(Z) = z-i exp ( -Z/l), the statistical 
weight of such states should be proportional to 
exp (-A/2Z) = exp (-7r/kZ). Of course, the factor 1r 

in the exponent follows from our non-rigorous con­
siderations. 

This reasoning can be made more precise by 
taking into account the finite height of the well 
wallsY Then the electron wave function is not 
localized exactly in the well, but "seeps in" to a 
depth 

{ 1 r }-'/. ( a)-'/, 6 ~ -t .l V(x)dx ~ T 
0 

2)The authors are indebted to Yu. A. Bychkov and A. N. 
Dykhne for this remark. 

Thus...!. in order for the low-probability state with 
A » l to be produced, it is necessary that the 
neighboring lattice points move apart a distance 
""'A/2- 26. The probability of such a fluctuation is 
of the order of 

exp {- ~ + 2_8 } = exp{- :rr_ + 2_ } , 
2l l · kl "Val · 

(2.27) 

in accord with (2.26). In the derivation of (2.27) it 
is implied, of course, that 6 » l. This is equiva­
lent to the inequality 'Y » E used in the derivation 
(2.26). The coefficient preceding the term 6/l 
(which is of the order of unity) is connected with a 
certain effective smearing of the edges of the well, 
which depends essentially on the form of the dis­
tribution of the distances between the lattice points 
and, of course, cannot be established from reason­
ing of this kind. 

3. CORRELATION FUNCTION OF THE NEIGH­
BORING POINTS P( l ) ARBITRARY 

We assume as before that E « V (Ey » 1). A 
solution of the general equation (1.2) for the case 
when P(Z) with l large decreases more rapidly 
than an arbitrary power l -n can be obtained in 
similar fashion. In the regions I z2 - z~ I « yE the 
function V(z') in the integral can be expanded in 
powers of the difference z'- z. The resultant dif­
ferential equation differs from (2. 4) in an additional 
factor a preceding V" (z), where 

(3.1) 

Without repeating the reasoning of Sec. 2, we write 
out the solution V (z) in the vicinity of the point 
-z0 in the form 

z 

V (z) = B_e£(z)/a ~ e-'i,(z)/a dz. (3.2) 

A good approximation for V(z) in the region 
I z + z0 I » y 1 I 4 E 314 , z » 1 

V(z) = c_ exp{V~ ~ cp(x)dx}' c_ = 2B-l'an v''•e''•,(3.3) 
-1 

where <p (x) satisfies the equation 

cp = (ro +(PI, e'Po = P(- (poX2}, 

Ve A A { A 

q;•1 = · [x 2P' (- cpox2)- P (- cpox2) ]-1 xP' (- cp0x2) 

v 
1d<poA A + 2 dx [P (- (rox2)- 2x2JY (- cpoxz) 

+ x4/)ff (- (r0x2)]}; 

(' , dP(v) 
P(v)= .1 e-vi,iP(l)dl, P'(v)=~- (3.4) 
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In the region x « 1, it is more convenient to 
deal with W(1J;) and to use the initial equation (1.10). 
The main contribution to the integral is made by 
the region of the maximum /1f; -1/!o /~ell 4'Y -3/4. 

The connection between 1/J, 1/J', and l for small 1/J' 
can be approximately written in the form 

¢' = 1jJ + k (l - l). 

This means that the equality k l ~ 1/J is satisfied 
in the essential region of i~tegration in (1.10). As­
suming that for large l » l the distribution P( l) 
has an asymptotic form P( l) ~ exp ( -ykl), we ob­
tain in the region x « 1 a solution in the form 

TV ( 1jJ) = De_:y¢. (3.5) 

Joining together (3.5) with (3. 3), we obtain 

0 - -,-:- {V y r: ( y 1 \ y I 
,-.•lJ=C-exp · .\ '· ({l(x)---;-)dx+-:--=-{· 

e -1 , Y x2 l've 

In similar fashion we continue the joining together 
and find ultimately 

I 

cY(k")=~Vaa exp{ -.n:y+ 1 _~ (1__-<~o(.x))dx}. 
4Jl l · yal _'1 \ yx2 

(3.6) 

It is obvious that the physical meaning of the re­
sult is the same as in the preceding section. 

It should be noted that if the impurities are close 
to one another, then interaction sets in between 
them and a deviation from the Poisson law appears 
when l < T. Thus, the interaction of the impurities 
at large distances influences the form of cp0(x) and 
has a substantial effect on the second term in the 
exponential in ( 3. 6). 

We see that the structure of the edge of the band 
is determined by the asymptotic behavior of P(l) 
for large l » A.. In particular, for a Gaussian dis­
tribution the level density at the bottom of the band 
has an entirely different form, viz., N(E) 
,..... exp (-A/k2), where A is a constant. Thus, there 
is no universal answer to our question. To the con­
trary, knowing the density of the levels at the edge 
of the band, we can judge the character of the dis­
tribution function of the distances between lattice 
points. 

We are grateful to A. Z. Patashinski'i for a use­
ful discussion. 

APPENDIX 1 

The motion of an electron in a random field V(x) 
is treated in a number of papers (see, for exam-

ple, [ 7• 81 ). We assume for the field V(x) a Gaus­
sian distribution 

(V(x)) = 0, (V(x) V(x')) = V026(x -x'). (A1.1) 

We shall show that the method developed in this 
paper leads directly to the solution of the problem 
with the spectrum of the electron in the field 
(A1.1). 

Assume that the coefficient a in (1.1) depends 
on the number i and can assume two values ±a 
(a > 0), each with probability 1/ 2• Then we get in 
place of ( 1.10) 

'V( 1r P { 1,. , d¢'(1JJ,Z) 
y 1JJ) = 2 .l dl (l) ' (~· (1jJ, Z)) -· 71¢--

+ lV(¢"(~;,1)) ~f~~~.L)_ }. (A1.2) 

where 

ctg1jJ'=clg(1jJ-l) -e, dg1jJ"=ctg(1jJ-l) +e. 

(A1.3) 

In analogy with the derivation of (1.15), we get 

. 1 --~ [ ( 1 + z2) V ( z)] = F (;:;) - ~ { V ( z - e)+ V ( z + e)}. 
y dz 2 

(A1.4) 

If we now take the limit as 

(A1.5) 

then the distribution of the value V(x) goes over 
into the Gaussian distribution (A1.1). [ 91 Expanding 
now V(z ±E) in (A1.4) in powers of E: and making 
the transition (Al. 5), we obtain 

dd [(1+z2)V(z)J+ i V02dZV =0. (Al.6) 
z 2 dz2 

Equation (1.19) for the number of states N(E) 
takes in this case the form 

1 00 1 
N(E)=-+!_ ~ arcctgz{-~V(z-e) 

Jt Jt .2 
-oo 

+{V(z+e)-V(z)}dz. 

Substitution of (A1.4) in (Al. 7) leads to 

N(E) = lim zZV(z). 
Z-+-00 

(Al. 7) 

Equation (Al.6) for V(z) can be easily solved, and 
the number of states N(E) can be expressed in 
terms of Airy functions. [ 10 J 

APPENDIX 2 

Assume that we are given 
00 - 2 

P(l) = y2le-vz, ~ P(l)dl = 1, l = -. (A2.1) 
y 
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By differentiating (1.10) twice with respect to 1/J 

we obtain, in analogy with the derivation of (1.15) 

~ { ( 1 + z2) ~ [ ( 1 + z2) V ( z)]} 

d 
= 2y -[(1 + z2) V(z)] + y2[V(z- e)- V (z)]. (A2.2) 

dz 

Substitution of (A2. 2) in (1.19) yields 

N(E)= lim {z2V(z)-J-z2 ~ (z2V)). (A2,3) 
z~-oo _ y rL 

The result shows that formula (1.17) is not uni­
versal. 
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