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Some general properties of the cross susceptibility with account of spatial dispersion are con­
sidered on the basis of the spectral representation. Symmetry relations which are generaliza­
tions of the reciprocity relations of Onsager for the linear susceptibility are derived from the 
invariance of the equations of motion with respect to time inversion. The connection between 
the nonlinear response and the fluctuations of quantities corresponding to dynamical variables 
in the unperturbed system is established in general form. 

THE general method for describing transport 
phenomena in the case when the external field is 
small has been developed relatively recently. [ 1l 

With the help of this method general expressions 
were obtained which connect the kinetic coeffi­
.cients with the correlation functions for the corre­
sponding dynamical variables, and their general 
properties were investigated. This method can 
also be used for the calculation of higher approxi­
mations. In the calculations of the next appro xi­
mations in the external field nonlinear kinetic co­
efficients are obtained which describe the nonlin­
ear properties of the medium. [ 2 ' 31 The nonlinear 
coefficients (of the cross susceptibility) are also 
expressed in terms of the correlation functions of 
the corresponding order. This results in anum­
ber of general properties for the nonlinear coeffi­
cients. The general expressions for the latter can 
also be used for their approximate computation on 
the basis of a specific model. In the present paper 
we consider some general properties of the non­
linear kinetic coefficients with account of spatial 
dispersion. 

1. NONLINEAR RESPONSE AND CROSS 
SUSCEPTIBILITY OF AN ISOLA TED SYSTEM 

Let us consider a closed quantum mechanical 
system whose Hamiltonian is :Jt0• Let us assume 
that a given external field f(r, t) acts on the sys­
tem and that the interaction with the field ra(r, t) 
is described by an operator of the form1> 

l)In the more general case the interaction must be written 
in the form where 

V =- ~ x~(r)j~(r, t)dr + ~ n(r)fa(r, t)/~(r, t)dr 

=- ~ x 1 ~(r,t)/~(r,t)dr, 

n(r) is the charge density operator. 

(1.1) 

where xa(r) is the density operator of some physi­
cal quantity. The motion of the system under the 
action of the external field will be described by a 
density matrix which in the interaction represen­
tation satisfies the equation (cf. [ 31 ) 

(1.2) 

Taking account of the form of the interaction 
(1.1), we rewrite (1.2) in integral form: 

• & 

PI(t)= Po+~~ dt1~ dri[xa(rhti),pi(ti)],ta(rhti), (1.3) 
-00 

where Po = p (-oo) is the value of the density rna­
trix at the moment when the interaction is 
"switched on" and satisfies the equation [:Jt0, Po1 
= 0 (i.e., in the absence of an external field the 
system is in a stationary state). The external field 
is "switched on" adiabatically at t = -co 

[f(r, -oo) = 0]. 
To solve (1. 3) we use the time dependent per­

turbation theory. Restricting ourselves to the n-th 
order of perturbation theory, we have 

PI (t) =Po+ PI<1>(t) + ... + PI<n>(t) 

=po+~ r dti~ dri[x"•(ri,ti),po]·TJ(t-ti)·/"•(rht!) 
-co 

X( ... [xan (rn, tn), Po] ... ]] TJ {t- t1) ... TJ (tn-1- tn) · (1.4) 
· /"• (rh t1) ... Jan (rn, tn), 

where 'r)(r) is the unit step function, 

{ 1, 
TJ (-r) = 0, 

-r>O 

-r<O, 
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and Pn indicates the summation over the permu­
tations of the indices (1, 2, ... , n). 2> 

Let us find the average value of the density 
operator .xa(r) in the presence of the external 
perturbation (1.1). [We can always choose xa(r) 
such that ~(r) = 0 in the absence of the external 
field.) Using the solution (1.4) for the density ma­
trix and taking account of the cyclic invariance of 
the trace, we obtain 

<xa (r, t)> = Sp px(t) xa (r, t) = <xa (r, t) )<1> 

00 

+ ... +<xa(r,t)><n> = ~ d-r:1 ~ dr!<paa,('tbr,ri}/a• 

... fan (rn, t- 'tn), (1.5) 

where 

( i npn 
= h) -;rSppo[[ ... [xa(r),xa•(ri>-'ti)] ... ] 

X xan (rn, --r:n)) · T] ('ti) T] (1:2- -ri} · ·. T] ('tn- 'tn-i} (1.6) 

is expressed only through operators and states in 
the absence of the external field. Following [ 2' 3 J , 

we shall call cpaa1 ... an (Ti> ... , Tn, r,rf> ... , rn) 
the nonlinear response or reaction function. 3> 

Any external field which depends on the time 
and on the coordinates can be reduced to a set of 
monochromatic components by a Fourier expan­
sion. We shall therefore consider in the following 
the reaction of the system to a monochromatic 
field of the form 

f"'(r;, t- T;) = ta•(w;, k;)exp{-i[w;(t -- -r:;) (1.7) 

-- k;r;]} +c. c. 
If the system is homogeneous in space, the re­

action function will also depend only on the coordi­
nate differences Ri = r- ri. Substituting the ex­
ternal field of the form (1. 7) in (1.5) and expanding 
the left- and right-hand sides into a Fourier inte­
gral in the variables r, t, we obtain 

<xa ( W, k} )(n) = Xaa 1 ••• a11 ( Wj, k1, ... , Wn, kn) fa• ( W1, k1} 

... jan (wn, kn) · (2n) 46 (wi + ... + Wn- w) 

b(ki + ... + kn- k), (1.8) 

2 )we have already written a symmetrized expression for p 1 
P/n)(t) in (1.4). The action of the permutation operator P /n! 
does of course not alter P/n)(t). n 

3)0wing to the stationary property, the reaction function de­
pends only on the time difference ri = t - ti (i = 1,2, ... ,n). 

where 
00 00 

Xna 1 ••• an ( W1, kb ... , Wn, kn) = ~ d-r:1 ... ~ d-r:n ~ dR1 ... ~ dRr. 

+ ... + i(Wn'tn- k'!Rn}. (1.9) 

is the cross susceptibility of the system[ 3J which 
characterizes the nonlinear response to a mono­
chromatic field of the form (1. 7). If the system is 
not homogeneous in space, the response will be a 
function of r as well as of the variables R1o ... 
Rn. An important example of such systems are 
the crystals. 

However, taking account of the fact that 
cpaa1 ... an (Tb ... , Tn, r, R1, ... , Rul for a crystal 
is a periodic function of r with the period of the 
lattice, we expand it in a spatial Fourier series: [4] 

cpna, ... an (1:1, ... , 'tn, r, R1. ... , Rn) 

= ~<paKa a ('tb R1, • · ., 'tnRn)ei2""r, 
K l··· n 

(1.10) 

where K = n1b1 + n2b2 + n3b3 are the vectors of the 
reciprocal lattice. Then we have instead of (1.8) 

<xa(w,k))(n)=~XK (wl, kb···• Wn, kn) 
K aa. 1 ••• an 

>< t'(wi> ki) .. . rn(w, kn)· (2:n:) 1 o(w1 + ... + wn 

(1.11) 

X~a1 ... an (wl> kt. ... , wn, kn) is the cross suscep­

tibility of the crystal. In the following we shall for 
simplicity consider the space-homogeneous case. 

2. SPECTRAL REPRESENTATION FOR THE 
CROSS SUSCEPTIBILITY 

Let us express the cross susceptibility of the 
system in terms of the Fourier components of the 
operators xai(ri, ti), which we define by [ 5J 

1 "" 
xa; (Q;, k;) = (:2:n:) I. I dt; ~ dk;x<Z1 (t;, r;) exp {i (Q;t; + k;r;)} 

(2.1) 
and the inverse transformation 

co 

xa;(t;r;)= ~ dQ; ~ dk;xa;(Q;,k;)exp{-i(Q;t;+k;rd}. 

(2.2) 

Substituting (2.2) in the definition of the cross sus­
ceptibility (1.9) and using the integral representa­
tion of the unit step function, [ 6 J 

• 00 dQ , 
'11 ('tn- 'tn-1) = _2£ ~ Q , ~ . exp{- iQn' ('tn- 'tn-1) }, 

n_co n ~e 

(2.3) 
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we obtain after simple transformations4> 

1 1 
X 

Qn + Qn-1 + Wn + Uln-1 + ig '· · Q + (!) + ig 

(2.4) 

where 

laa, ... a n (Q1, k1, ... , Qn, kn).= Sp p0 {[ ••• [xa (Qo, ko), 

Qo + Q1 + ... + Qn = 0, 

w=-wo, Wo + Wt + ... + Wn = 0, 

k= -ko, ko + k1 + ... + kn = 0. (2.5) 

Instead of xa(0 0, ko) one can also write the Schro­
dinger operator xa(r = 0) in (2.5). 

The spectral representation of the type (2.4) is 
known in quantum field theory as the Lehmann 
representation. [ 8 ' 9 1 If we regard the operators 
xa(r, t) in the second quantization scheme, then 
the response of the system (1. 6) is a many-time 
retarded Green's function and (2. 4) is its spectral 
representation" 

Together with the Green's functions (1.6) we 
shall consider also the correlation functions 

(2.6) 

The correlation functions (2.6) characterize the 
fluctuations of n + 1 quantities in the unperturbed 
system. The spectral representations for the cor­
relation functions (2.6) are found in analogy to 
(2.4): 

3. SYMMETRY RELATIONS FOR THE CROSS 
SUSCEPTIBILITY 

A number of general properties follow from the 
definition of the cross susceptibility and its spec­
tral representation (2.4), which are independent of 
the specific form of the Hamiltonian of the sys-

4)we assume that I (01,k1 , ... ,Qn,kn) tends to zero as aa 1 ••• a 0 

Oi-. oo (i = 1,2, ... ,n). Otherwise one must introduce subtractions 
(cf. the book Bololyubov and Shirkov [7 ) ). 

tern (cf., for example, [ 31 ). Let us consider some 
of these. From the hermiticity of the operators 
xai(ri, ti) we obtain for the correlation functions 
(2.6) the relation 

Sp poX0 (r, t) ... X 0 n (rn, tn) = (Sp poxan (r,, tn) ... X 0 (r, t)) •. 

(3.1) 

Then we find for the spectral representation 
(2. 7) 

Saa1 ... an (Q~, k1, ... , Qn, kn) 

=sa: an-! ... a(- kn-1,- Qn-!, ... '- ko,- Qo). (3.1') 

From the invariance of the equations of motion 
under time inverstion t--t (cf. [ 10 • 111 ) we have 

(3.2) 

if the operators xai(r i) (i = 1, 2, ... , n) do not 
change sign under time inversion. In the general 
case 

. 
= gaga, ... ganFaa, ... an ( -'t'!, R~, ... ' -Tn, Rn)' (3. 2') 

where Eai is equal to -1 or 1, respectively, de­
pending on whether xai(ri) changes sign or not 
under time inversion. 

For the spectral representation (2. 7) we obtain 
from (3.2') 

Saa 1 ... an (Q1, k~, ... , Qn, kn) 

= gaga' ... gans:a,···an (- k~, Q~, ... ' - kn, Qn). (3o 3) 

In particular, (3.3') implies that for media with­
out spatial dispersion or with inversion symmetry, 
Saa1 ... an (Qt. k1, ... , On, kn) is purely real or 
imaginary depending on the sign of the product 
EaEa1 ... Ean. In this case the cross susceptibility 
without absorption will be purely real if EaEa1 ... 
Ean = 1, and purely imaginary if EaEa1 ... Ean = -1. 

Comparing (3.1') with (3.3), we find 

(3.4) 

which leads to 

1'1-a,. ... ,an (Q~, k~, ... , Qn, kn) 

= ( -1) ngaga, .•. ganfaa, ... a ( -Q!, k~, ... ' -On, kn). 
n 

(3.5) 

We note that for the linear susceptibility we ob-
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tain at once from (3.5) the known Onsager reci­
procity relation5H 12 • 11 

(3.6) 

For the cross susceptibility (2.4) we obtain 

i.e., apart from the sign function Ea E:a1 ... E:an the 
Fourier transform of the advanced Green's func­
tion is equal to the Fourier transform of the re­
tarded one when the signs of the frequencies wi 
(i = 1, 2, ... , n) are reversed. 

Let us assume further that the frequencies 
w2, ... , wn and their combinations are far away 
from the eigen-frequencies of the system (no reso­
nance). Then the cross susceptibility (2.4) satis­
fies the symmetry relation 

For simplicity we restrict ourselves to the 
proof of (3.8) for the third rank tensor Xaa1a 2 
(wl> k1, w2, k2). We rewrite the spectral represen­
tation (2.4) using the operator identity 

1 p 
w + Q + ie = w + Q - inb ( w + Q) (3. 8') 

(3.9) 

The integrals in (3.9) are taken in the sense of 
the principal value. The first term on the right­
hand side of (3. 9) has the same form as the cross 

s)we use the commutator property. 

I •• ,(Q,k) = -1.,.(-Q,-k). 

susceptibility in the absence of absorption and has 
the symmetry6> 

(I) (I) 
Xaa,a, (w~, kt, W2, k2) = Xa,a,a (w2, k2, Wo, ko) 

(I) k k = Xa,aa 1 ( Wo, o, WI, 1). (3.10) 

Using (3. 7) we can rewrite the first equation 
(3.10) as 

,.(1) ( k k } a a, a, (I) ( + k k } .,aa1a, Wt, t, W2, Z = B B B Xa 1aa, 'WI W2, o, - W2, 2 • 

(3.10') 

Applying a dispersion relation in w1 for fixed 
w2 to (3.10'), 7l we obtain the symmetry relation 

In the general case the proof of (3.8) is analo­
gous. If the frequencies w2, ... , Wn are zero, 
(3.8) leads to the Onsager reciprocity relations 
for a system in a constant external field: 

Xaa 1 ( W, k, H) = BaBa'Xa 1a ( W, - k, -H) , (3.11) 

where E is the electric field and H the magnetic 
field. The symmetry relations (3.8) can also be 
regarded as the generalization of the reciprocity 
relations (3.11) for the case when the system is in 
a variable external field. 

Let us obtain the symmetry relations corre­
sponding to the replacement a2, w2, k2 ~ a, wo, ko 
(there is no resonance at the frequency w2). To 
this end we also write down the explicit form of 
Xa2a1a (wb kt. w0, ko) replacing (w 2 + n2 + iE) - 1 by 
P(w2 + Q2) -1: 

(I) in C dQ2 
Xa,a,a ( W1, k1, Wo, ko} = Xa,a 1a (w1, k1, Wo, ko} + 1i22! -~ Q2 + W2 

X [la,a,a(W- Q2, kt, w, ko) + la,aa1 (Wt- Q2, ko,- Wt, kt) 

(3.12) 

6)The symmetry relations (3.10) follow from the spectral re­
presentation (2.4) if we replace (w + 0 + iEr' by P(w +or'. The 
symmetry relations (3.10) have been proved phenomenologically 
by Bloembergen [13] using the condition that there be no absor­
ption, and by Fain and Khanin [' J from the form of the tensor. 
When the frequency disperion and the spatial dispersion are neg­
lected, (3.10) goes over into the symmetry relations of Kleinman. 
man. [••] 

7)The dispersion relations are obtained from the spectral re­
presentation (2.4) by using the analytic properties of the cross 
susceptibility as a function of the complex variables 
wl''"'' wn (cf. ['•'s,t6)): 
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We note that if there is a resonance at w1 f: 0, 
then there is no resonance at w = w1 + w2, and 
vice versa. Depending on this circumstance, we 
obtain different symmetry relations. 

If there is no resonance at the frequency w, 
then we find, using the Jacobi identity (3.16) and 
(3.3), 

(3.13) 

Xaa,a,•(w1, kh ffi2, k2) = e"'e"'•e"'x" a,a,a (co!, -k~, Wo, -ko). 
(3.14) 

The relations ( 3.13) and (3.14) can be proved 
for tensors of higher rank (assuming that there is 
no resonance at the frequencies w2, ••• , wn)· 

Let us assume there is a resonance at the fre­
quencies w1 and w2. Then there is also a reso­
nance at the frequency w = w1 + w2• If we discard 
the nonresonance term, we have the relation 

+ Xa,aa 1 ( Wo, ko, ffi1, k1) = 0. (3.15) 

Relation (3.15) is a consequence of the Jacobi 
identity 

laa1a2 (Q!, kh Q2, k2) + la,a,a (Q2, k2, Qo, ko) 

(3.16) 

The relations (3.8), (3.13), (3.14), and (3.15) 
completely characterize the symmetry of the cross 
susceptibility. Xaa1a2 (w1, kt. w2, k2) under the re­
placement 

4. FLUCTUATION-DISSIPATION THEOREM 

Let us assume that the unperturbed system is 
in a state of thermodynamic equilibrium. In this 
case we extract significant information merely 
from the cyclic invariance of the trace and the 
formal similarity between the evolution operator 
of the system, e-i:ll' t, and the density matrix for 
the Gibbs distribution Po = e -{3:11' ( cf. [ 61 ). Indeed, 
for imaginary values of the time t = - i{3 the two 
quantities coincide. Using this fact we can write 

xa.(r, t) e-ll~ =·e-ll xa (r, t-iM. ( 4.1) 

The analyticity of the trace of operators 
xai(ri, ti) for complex values of the time arguments 
introduced according to (4.1) follows from the con­
dition of the existence of the correlation functions 
(2. 7). Applying a Fourier transformation to both 
sides of (4.1), we have 

xa(k, Q)e-ll.n' =• e-ll.n' xa(k, Q)e-11°. (4.2) 

Using the cyclic in variance of the trace and the 
property (4.2), we can easily express the cross 
susceptibility of the system through the spectral 
correlation function (2. 7). For simplicity we re­
strict ourselves to the case of a third-rank tensor. 
Using also (3. 7), we obtain 

1 00 

Xaa 1a2 (COt, k1, C02, k2) = /i22 ! ~ dQl 
-00 

where the function f(Q) = (ef3Q- 1)-1 has the mean­
ing of an average value of the occupation number 
for energy Q and temperature T = 1/k{3. 

The relation (4.3) establishes a connection be­
tween the nonlinear response of the system to an 
external perturbation and the fluctuation of three 
quantities in a state of thermodynamic equilibrium. 
The relation between the linear susceptibility and 
the fluctuations in an unperturbed system has been 
considered by many authors and bears the name of 
the Callen-Welton theorem or fluctuation-dissipa­
tion theorem. [ 17 ' 11 

We also note that the fluctuations in a system 
in the presence of external fields can also be ex­
pressed in terms of the correlation functions (2. 7). 

In conclusion the author expresses his gratitude 
to V. M. Fa!n for a discussion of the problems 
treated in this paper and for very valuable re­
marks. 
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