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A system resembling the BCS superconductivity model is considered. The energy levels as 
well as the ground state energy can be determined exactly, and the variation of the ground 
state with variation of density can be traced. It is found that the system can be separated into 
two noninteracting parts (phases) and at low densities (for certain values of the interaction 
parameter) only one phase is present in the ground state. A gap in the excitation spectrum is 
encountered in a certain density range; the nature of this gap is, however, different from that 
in the BSC model. The partition function of the system can be calculated. 

IN the well-known paper by Bardeen, Cooper and 
Schrieffer (BCS) on superconductivity, [ 1l and also 
in some of the subsequent papers (see, for exam
ple, [ 21 ), a study is made of a model Hamiltonian 
in the form 

H = ~e(k)a*(k, s)a(k, s) 
k, 8 

(I) 

in the space of states with fixed number of parti
cles N. The energy of the ground state of the sys
tem and the energy of the excited levels are de
termined in this case asymptotically (for N- oo, 

V- oo, and N/V- p). It has been observed that 
the latter are separated from the ground level by 
a definite amount (gap in the excitation spectrum). 
In addition, the partition function is calculated for 
the Hamiltonian (I) in the BCS paper, and also 
in [ 21 • 

It must be noted, however, that the BCS results 
have been obtained under the following assump
tions: the function J(k1o k 2) describing the inter
action differs from zero in a small layer At < I k tl 
< A2, At < I k 2l < A2, and the density of the system 
is such that the boundary of the Fermi sphere cor
responding to this density is situated inside the in
dicated layer. In addition, the variational method 
used in [ t 1, while apparently leading to the correct 
answer, is quite difficult to prove rigorously. 

We have therefore investigated a certain par
ticular and strongly simplified case of the Hamil
tonian (1). In the case considered by us the inter
action differs from zero, as before, in a certain 
momentum region At< lkl < A2 where it is con
stant; in addition, and this constitutes the appreci-

able simplification, the self-energy of the parti
cles is constant in this region E(k) = const. 

We have succeeded in calculating in explicit 
form the spectrum of the Hamiltonian and to obtain 
the dependence of the lower level on the density. 
In addition, for some ratio of the parameters it 
turns out that a gap exists in the excitation spec
trum. Unfortunately, however, the gap obtained in 
this manner has an entirely different origin than 
the gap in the BCS paper. We were unable to ob
tain in our over-simplified model a gap similar to 
that arising in the BCS Hamiltonian. 

We note also that the Hamiltonian considered in 
our paper has a formal similarity to the Hamil
tonian investigated by Belyaev[ 3l and describing 
the levels of sufficiently remote nuclear shells. 
Of course, in this case we can also employ the 
method of our article. Incidentally, the cited paper 
employs methods that are borrowed from papers 
on superconductivity. 

1. DESCRIPTION OF THE MODEL 

The Hamiltonian is of the form 

(1) 

where aks and aks are the operators of creation 
and annihilation of a particle with momentum k 
and spin s. The usual anticommutation relations 
are satisfied: 

The value of s (spin) takes on the two values ± 1, 
while k runs through a three-dimensional lattice 
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with a cell volume equal to 1/V; J > 0; € (k) 
= E ( I k !) is a positive non -diminishing function, 
E (0) = 0 and, most important, E(k) is constant 
when At < I k I < A2; € (k) = € 0• The region of the 
lattice At < I k I < Az will henceforth be denoted 
by Q. 

2. TRANSFORMATION OF THE HAMILTONIAN 

The Hilbert space R in which the operator H 
acts is represented in the form of a tensor product 
of two-dimensional space: 

R =IT ®Rks· 
k, s 

Rk s is the space of the state of one particle with 
' momentum k and spin s. We denote by et(k, s) and 

e0(k, s) the basis in Rk, s corresponding to the 
fact that the state (k, s) is filled or empty, re
spectively. For values k E Q we form four
dimensional spaces 

R(k) = Rk,1 ®R-k,-1· 

The basis in R(k) consists of the vectors 

eoo(k) = eo(k, 1) ® e0 ( -k, -1), 

e11(k) = ei(l•, 1) 0 e1(-k, -1), 

ew(k) ='ei(l•, 1) ® e0 (-k, -1), 

eoi(k) = eo(k, t) ® et(-k, -1). (2) 

The meaning of these vectors eik(k) is as follows: 
e11 (k) is the state in which a pair of particles is 
present, one with momentum k and spin 1, and the 
other with opposite momentum and spin -1, e00 (k) 
is a state where there is no such pair, e10 (k) is a 
state where only the particle with momentum k 
and spin 1 is present, and finally, e0t(k) is a state 
where only a particle with momentum -k and 
spin -1 is present. 

The entire space R is now represented in the 
form of the tensor product of the spaces 

R = Ri ®Rz; 

R1 = IT ®R(k, s), R2 = IT ®R(k). 

The space Rt will henceforth be called the normal 
phase and state R2 the singular phase. 

We consider now for k E Q the operator 

It acts in the space R(k) and is specified in the 
basis (2) by the matrix 

(
00 00) 02 00 aa 0 

n (k) ~ 00 10 = E + 2 ( 0 0) = E + 2s3 (k) , 

00 01 

where u3 is a Pauli matrix: 

(J = ( - 1/2 0 ) 
3 0 i/2 

We consider also the operators akta-k, -t and 
a_k _1akl• which act in R(k). In the basis (2) they 
are' expressed by the matrices 

~) = s2 (k) + is1 (k) ; 

( ~ ~ ~ g) (a2 - ia1 0) 
a-k, -lakl ~ 0 0 0 0 = 0 0 = s2 (k) - is1 (k), 

0 0 0 0 

( 0 1/2) ( 0 i/2) 
a2 = 1/2 0 ' a I = - i/2 0 . 

The operator H can be broken up into two com
ponents corresponding to the normal and singular 
phases: 

H =Hi +Hz; Hi= ~e(k)ak•saks, 
s,g 

l [ ( '2 =eo! Q IE+ 2eo ~sa(k)-V ~sz(k) ) 
g g 

+ (~s1(k) r-~si2 (k)-~s22(k)J 
g g g 

= eojQjE+2eoLa- ~ {[L12 +L22]- ~ ~j(k)}. 
g 

The summation over k in Ht is carried out here 
over the region which is complementary to Q; 

I Q I is the number of lattice points in the region Q; 

La=~ sa(k), L2 = ~ s2(k), Li = ~ s1(k) 

(the sums are taken over the region Q); j(k) is 
the projection operator in the space R(k) on the 
subspace subtending the vectors e00 (k) and 
e11(k). 

The operator Ht acts in the normal phase and 
its spectrum consists of all the possible sums 

~e(k;), k;EQ, kp=l=kp•, p=l=p'. 

We now determine the spectrum of the operator 
H2, which acts in the singular phase. 



SUPERCONDUCTIVITY MODEL WITH AN EXACT SOLUTION 429 

3. THE SPECTRUM OF H2 

We note that in each of the spaces R(k) we can 
specify the representation of the group U of the 
unitary matrix u of second order (det u = 1),1> 
namely, in the space subtending the vectors e00 (k) 
and e 11 (k) (we denote it by R< 1>(k)), we specify a 
representation of weight 1/ 2, while in the subspace 
subtending the vectors e01(k) and e10 (k) (which we 
denote by R<o>(k) we specify a double representa
tion of weight 0. It is easy to see that the opera
tors s 1(k), s 2(k), and s 3(k) are infinitesimal op
erators of this representation. 

In the entire space R2 there acts the represen
tation u- T u of the group U, equal to the tensor 
product of the representations in each R(k). The 
operators L1, L2, and L3 are infinitesimal opera
tors of the representation u- Tu· The space R 2 
can be broken up into a sum of subspaces that are 
invariant with respect to the representation 
u-Tu: 

!Ill 

R2= ~Rn, 
n=O 

Rn = ~ TI ® R(t<k))(k); t(k) = 1, 0. 
ll 

In the latter case the summation is over all the 
sets t(k) such that ~t(k) = n. It is easy to see 
that the space Rn is the proper space for the 
operator 

K= ~j(k), kEQ 

with eigenvalue equal to n (0 ~ n ~ I Q I). 
We further expand each Rn into irreducible 

subspaces R~,Z with weight l (l ~ n/2). The opera
tor 

in each of these subspaces is a multiple of a 
unit operator with eigenvalue l (l + 1). 

Finally, in each of the subspaces ~Z we 
choose a canonical basis ~ m•z 'T) (the basis is 
made up of the eigenvectors of the operator La). 
The eigenvalues of La are m = -l, -l + 1, ... , l. 
It follows from all the foregoing that in the basis 
H~·Z,T>} the operator H2, which is equal to 

H2 = eoiQIE + 2eoLa- ~ [ L12 +~2 +Li -La2 -{K], 
can be reduced to diagonal form and its eigenval
ues are 

1) All the concepts and facts employed here from the theory 
of representations of the group U can be found in the books[ • ,s]. 

The multiplicity of the eigenvalues is equal to 
the number of irreducible representations of weight 
l, contained in the space Rn (of course, a random 
coincidence of several eigenvalues for different n 
is possible). Hence, the eigenvalues of the entire 
operator H are equal to 

'A= i\.(n, l, m)+ ~ e(k;), kv =I= kp•, p =I= p'. 
ll 

We now consider the particle-number operator 

•• k 

Again we break it up into two terms 

lv =.N~+kz; 

•• ll •• ll 

It is obvious that N2 = I Q IE + 2La. 
Thus, the eigenvalues of the operator N2 are 

N2 = IQI +2m. 

4. GROUND STATE IN THE SUBSPACE WITH 
FIXED NUMBER OF PARTICLES 

(4) 

We consider the proper subspace RN of the 
operator N with eigenvalue equal to N, and inves
tigate the smallest eigenvalue of the operator H 
in this subspace.2> We note that 

R:v = ~ RN, ®RN,, 
N,+N,=N 

~here RN1 is a proper subspace of the operator 
N1 in the space Rtt and RN2 is a proper subspace 
of the operator N2 in the space R2• 

From ( 4) we get 

Hence 

i\.(m, l, n) == i\.(N2, l, n) = EoN2 

2 )The operators Hand N commute and, consequently, the 
proper subspace of the operator N is invariant for H. 
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The smallest eigenvalue of the operator H2 in 
R2 is 

A~in(iV!) = ~ e(k1), 
k; 

where kto k2, ... , kNi are the Ni lattice points 
closest to zero from the region IT. It is obvious 
that 

Amin (lV) = min (A~)in (Ni) + l.~~~n (lVz)) · 
N 1+N,=N 

We now make the transition to the thermody
namic limit 

v-+ oo, ]\'-+ oo, 

(Pi + P2 = p); we have 

v(p,) 

~ e ( k) dk = 4rt ~ e ( 7;) k 2dk, 
!kl<v(p,) o 

v(pi) = (3/~oJt-1 p 1 )'is for v(p1) < f-1; 

A~in (Nz) /V-+ p2[eo- 1/,1 (2s- p2)] 

(s is the volume of the region Q). Thus 
v(p,) 

/,min(P~oP2)= V{4:n: \ e(k)k2dk 
0 

+ Pz [eo- ~-~2s- p2) ]} + o (V). 

In order to find 

Ao (p) = min Am in (p1, Pz), 
P1+P,=oP 

(5) 

it is necessary to find the minimum of expression 
(5) with the conditions: 

P1 + P2 = p, P1 ~ 0, Pz ~ 0, 2s - pz ~ 0. 

5. LOWER STATE FOR DIFFERENT Pi 

Let us find the minimum 
v(p,) 

min Am in~~ Pz) = min { 4rt ~ e ( k) k 2dk 

0 

+ P2 [eo+ ~ (p2- 2s) ]} 

under the conditions 

P1 + Pz = P, P1 ~ 0, P2 ~ 0, P2 ,;;;:; 2s. 

We note that 

dA. I dp1 = e( v (pi)) - eo + 1 P1 I 2 - 1 ( p - s) I 2. 

We now consider two cases: 

I. Is I 2- Eo> 0, II. Js I 2- eo < 0. 

The case Js /2 - E 0 > 0. A. For small p 

J(s- p) I 2- eo> 0. 

Hence dA/dpil Pi= 0 > 0. Since the derivative 
dA./dpi increases with increasing Pt> it remains 
positive. This means that the minimum of A. is 
reached when Pi = 0, that is, 

Amin = p[eo + 1I,J(p- 2s)]. 

It follows from this that in the ground state only 
the singular phase is filled. 

B. Let p cr be such that 

J(s- Per) I 2- Eo= 0. 

Then for p > Per and p < 2s the derivative 
dA./dpiiP1 =0 < 0, while for Pi = p we have 

dA. I Js 
-d = - 2 - Eo+ E[v(p)] > 0. 

PI p,=p 

Thus, the minimum is reached at some internal 
point pi =pi ( p) and the energy is equal to 

v(p,) 

(6) 

Amin = V { 4rt \ E(k)k2dk + pz[Eo + 1/.l(p2- 2s)] }+ o(V). 
0 

Thus, when p >Per and p < 2s, both the normal 
and the singular phase are contained in the ground 
state. 

C. If p > 2s, then p - 2s <Pi < p, from which 
we get 

dA. 1 Js 
- =E[v(p-2s)]-Eo--<0, 
dp1 I p 1=p-2s 2 

We see therefore that if p > 2s, and 

E[v(2p-s)] <Eo+Isl2, 

then the minimum is attained as before inside the 
gap p - 2s <Pi < p, that is, p 2 < 2s. This means 
that both phases are present in the ground state, 
but the singular phase has not yet reached satura
tion. Finally, when 

e[ v ( p - 2s)] - eo - J s I 2 > 0, 

the minimum is reached at Pi = p - 2s, and 
p 2 = 2s. This means that the singular phase has 
reached saturation, and further increase in the 
density is at the expense of the normal phase. 

Case Js/2- Eo < 0. A. Let again p be small. 
Then 

J(s-p)I2-Eo<0. 
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Thus 

df..l - <0, 
dpt ,,,=0 

df.. I Js 
d- = e[v(p)]- Eo+ - 2 < 0. 

Pt r,=r 

It follows therefore that the minimum is reached 
when p 1 = p and 

V{p) 

"Am;n= [4:n: fe(k)k2 dk ]v+o(V), 
0 

that is, in this case only the normal phase is 
present. 

B. Starting with a certain p = Per• 

e[v(p)] -eo+lsl2>0, 

and then the minimum is reached when 0 < p 1 < p 
and 0 < p 2 < 2s, that is, when both phases are 
present. 

C. Further increase in p causes an increase in 
the densities of both phases, and for certain value 
of p the singular phase reaches saturation and 
only the density of the normal phase increases. 

6. GAP IN THE EXCITATION SPECTRUM 

We investigate the behavior of the eigenvalue 
closest to the ground level. It turns out that in the 
case I, A, that is, when only the singular phase is 
filled, there exists in the spectrum a finite gap be
tween the main eigenvalue and the one closest to it. 

We write out again the expression for the eigen
values: 

f..= ~ e(k;) + f..(N2, l, n). 
Q 

We have already seen that for sufficiently small p 
we have N2 = N (in the case I, A) and 

Amin =eoN+ !11i2 I 2V- JiVjQ II 2V. 

Here n = I Q I and l = I Q l/2. How can we change 
the eigenvalue (without changing the number of 
particles)? We see from (3) that this can be done 
in the following manner: 

1) It is either necessary to take as before 
n = I Q I, l = I Q l/2 - 1/ 2, and N2 = N. The increase 
in the eigenvalue will in this case be equal to 

!!.f..= JjQji2V. 

When V- oo we get !:J.A - J s /2, that is, its value 
remains finite. 

2) Alternately, we can put n = I Q I - 1, 
l = I Q l/2- 1/ 2, and N2 = N. In this case 

!!.'A= JjQjl 2V- J I 2V, 

which gives !::J.A-Js/2 when v-oo. 

3) Finally, we can transfer one of the particles 
to the normal phase, that is, put n = I Q I, 
l = I Q l/2, N2 = N- 1, and N1 = 1. This yields for 
v-oo 

I:!. f. > J ( s - p) I 2 - Eo > 0. 

It is clear that any other change of the param
eters leads to a larger change in the eigenvalue. 

We see, therefore, that for sufficiently small p, 
and when relation (6) is satisfied, we have in the 
spectrum of the operator HN a gap equal to 

!!.f..= J(s- p') I 2- Eo. 

For other values of p, no gap can arise in our 
model. Indeed, in all other cases there exists the 
normal phase, which has, generally speaking, a 
continuous excitation spectrum. However, if we 
modify slightly the model, namely, if we assume 
that 

lim e(k) = e(f..2 + 0) >eo, 
11.-+A,+O 

that is, we consider the energy E(k) with a dis
continuity on the inner edge of the interaction re
gion, then we find that at the density value at which 
the radius of the Fermi sphere for the normal 
phase reaches the internal boundary of the region 
Q (v(p) = A1), a gap appears again in the excitation 
spectrum, equal to E(Az + 0)- E0• This circum
stance suggests that were we to consider a model 
in which E(k) is not constant in the interaction 
region but varies continuously from some value 
E(A1) to E(A2), with E(A2) >E(A1), then the gap at 
v(p) = At would again exist. This is essentially 
the case considered by BCS. 

7. CALCULATION OF THE PARTITION 
FUNCTION 

Using the expression for the eigenvalue of the 
operator H, we can calculate the grand partition 
function ( {3 = 1/kT): 

8 = Sp exp( -~11- f.tN) = ~ exp (- ~{~ e(k1) 

N1N2, l,m, n g 

We note that Jn/2V < Js/2, therefore the term 
n/2 is immaterial for the asymptotic behavior 
of 8. 

Thus, we calculate 

B= ~ exp( -~[ ~e(kt)+eo(jQj+2m) 
l,m,N 1 

--1 (l(l + 1)- m2) ]J . v . 
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· exp [- !J.Nt- !1( I Q I+ 2m)] s(l), (7) 

where s( l) is the multiplicity of the representa
tion of weight l in the representation u- Tu. 
The sum (7) can be written in the form of the 
product 

8 = ~ exp{- ~ [ ~ e(kt)]- !J.N1} 

N, g 

x ~exp[-(~eo + !1) (IQI +2m)] 
l,m 

x exp{ ~[l(l + 1)- m2J} s(Z). 

The first factor represents the usual partition 
function for an ideal Fermi gas. We obtain 

8t = IT ( 1 + e-Pe(kJ). 
g 

It remains to calculate the sum 

82 = ~ exp {- (~eo + !1) ( I Q I + 2m) 
l,m 

+ ]: [l(l + 1)- m2)} s(Z). 

We first calculate s( l ). To this end we note 
that the character of the representation u- Tu 
is (see [ 51 ) 

( ~ )'g' 
XT u ( ~) = \ 2 + 2 cos z . 

The character of the irreducible representation of 
weight Z, as is well known, is expressed in the 
form 

) _ sin(Z + 1/2)~ 
xz(~ - sin(~/2) 

For this we get 

1 2r( ~)JnJ sin(Z+1/2)~ ~ 
s(l) = 4:rt ~ 2 + 2 cos 2 sin(~/2) sin22 d~. 

This integral can be evaluated and we obtain 
asymptotically as V- oo 

s ( l) "' [ ( 1 - 2T)/ s) <•-2TJ~; 1 + 2T)/ s) (•+2TJ) r. 
where 1) = Z/V. 

It is easy to see from this that the sum 8 2 co
incides asymptotically with the integrals 

8/2 'II 

82 "' exp {- Vs (~eo+ !J.)} 'dTJ ~ dv exp {- V [2 (~eo 
0 -TJ 

The region of integration is a triangle (see the 
figure). Two cases are possible: 

1) The maximum of the expression 

F(TJ, v) = 2v(~e0 + !1) - ~/1)2 + ~Jv2 

- ( s - 2TJ) In ( 1 - 2TJ I s) - ( s + 2TJ) ln ( 1 + 2TJ I s) . 

is attained inside the triangle. 
2) The maximum is attained outside the tri

angle. A separate formula is obtained for each 
case. 

Let us consider the equation 

In(:+~~ ) = Eo~+ !J. (I!> 0). 

It has, as can be readily verified, a unique solution 
1Jcr on the segment [0, s/2]. 

Assume now that 

oF I a'll = 21~'11- 2In (s + 2'1')) - 2In (s- 2TJ) = 0 

or 

=~In( s+2'11 ). 
TJ /~ s- 2T) (8) 

Equation (8) has on the segment [0, s/2] not more 
than one solution for Tj. 

Two cases are possible: 
1) Tj > 1Jcr. In this case the maximum of F(1J, v) 

is reached inside the triangle and is equal to 

(f3eo + J.1)2 - - ( 2-) maxF(TJ,v) = -·~+ ~/TJ -(s- 2T))In 1--;TJ 

- ( 2:;j) -(s + 2TJ)ln 1 +-; ; 

2) Tj either does not exist or else Tj < 1Jcr· In 
tbis case the maximum is reached on the boundary 
of the triangle at the point v = 71 = 1Jcr and is 
equal to 

( 2T)cr \ 
maxF(TJ, v) =(eo~+ J..t)2TJcr- (s- 2TJcr)In 1--- ) 

. s ' 

( 2T)cr) 
- ( S + 2T) cr) ln 1 + - 8 , • 

We thus arrive at two different expressions for 
the free energy for cases 1) and 2): 
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/(B,I-1) =hd(B,I-1)- (Beo+ll-)s+maxF(l'),v), 

where fid is the free energy of the ideal Fermi 
gas (normal phase). 

It is easy to verify that this result agrees with 
the general expression obtained by BCS[ 1J and 
in [ 2J. 
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