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We derive a relation which is an extension of the Szego formula[B] and can be employed for 
evaluation of the spontaneous magnetic moment of a plane Ising lattice. An expression for 
correlations at large distances can be obtained by a refinement of the relation. Expressions 
for correlations near phase-transition points are also derived. 

THE Ising model is one of the simplest nontrivial 
many-particle systems. An investigation of this 
model has by now led to two results, the calculated 
specific heat[t] and magnetic moment[2J of a plane 
lattice without an external field. In the present 
paper we take the next step and calculate the corre­
lation function. 

The correlation function depends on the tem­
perature T and on the distance p. By now we know 
the values of these functions "on the boundary" at 
p = oo [ 2] (for arbitrary T), at the phase transition 
point Tc[a] (for arbitrary p), and for small p[a] 
(for arbitrary T). There are also estimates [1] of 
the behavior of the correlation functions at T » Tc 
and large p. We propose below some methods that 
make it possible to move away from the "boundary" 
and obtain the behavior of the correlation functions 
everywhere except in the vicinity of the line 
(T- Tc)/Tc = p-1 (a more accurate formulation 
will be given below). We note that the proposed 
methods do not reduce to expansions in the recipro­
cal powers of the radius and in powers of the small­
ness of the distance to the transition point. The ex­
pansion is, roughly speaking, in the first case in 
powers of 

exp {-p (T- Tc) / Tc}, 

and in the second case in powers of 

T-Tcl ( T-Tc) 
p-T-- n p T . 

c 

The present article has a bearing on the series 
of papers [4-BJ connected with the use of the Szego­
Kac theorem to calculate the spontaneous magnetic 
moment of the Ising lattice. We formulate the gen­
eralization needed to apply this theorem to an ex­
act calculation. Section 1 contains information 
necessary for the calculation, especially the formu­
las of Szego (7) and of Kac (9). Two theorems in 
Sec. 2-(16) and (19)-provide the required general-

ization of (7) and (9). In Sec. 4 we describe a pro­
cedure that enables us to reduce the problem of 
calculating the correlations away from the transi­
tion point to a solution of a simple integral equa­
tion (29). In the direct vicinity of the transition 
point we use a different method of calculation (Sec. 
5). 

We disregard the dependence of the correlations 
on the angles, and calculate only the correlations 
along the diagonal of a square lattice. 

1. FORMULATION OF PROBLEM 

We consider a plane square lattice. The lattice 
sites are numbered by means of two indices k and 
l. To each site we set in correspondence a quantity 
akl• which can assume two values, ± 1. In the Ising 
model we choose for the energy of such a system 
the expression 

k,l 

where J is a constant that specifies the intensity of 
the interaction. The correlation of the values of 
Urs at two sites (r, sand r's') is given by the ex-
pression 

< Ors; Or's') = ~ OrsOr's' exp {- :T ~ Okl ( O~t+!l + Ok l+t)} 
{OI.z} k,l 

where k is Boltzmann's constant and T the tern-
perature. 

Before we go over to a formulation of the prob­
lem, we introduce the notation* 

*th =tanh. 
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x=th(J/k1'), 

for l'2- 1 < x < 1, 

~= 
( 2x )2 

1-x2 
for 0 < x <l'2- 1; (2) 

/({j)) = 

( 

I 
1 

I 
t 

1- ~e-iw 

( 1 + ~2 - 2~ cos (J)) lj, 

ie-ro/2 

-ie-iro/2 

e-iw ( 1 - ~ei"') 

( 1 + ~2 - 2~ cos (J)) •;, 

for -y2- 1 < x < 1, 

for x = -y2- 1; 0 < ro < n, 

for x = l'2 -1; - n < ro < 0, 

for 0 < x < -y2 -1; (3) 

1 " 
Kn = 2:rt ~ lnj(ro)e-inwdw; 

-:t 

1 " . 
Cn =- I /(w) e-•nw dro = <f>n, (4) 

2n .l 
--:t 

Co Ct C2 ••• Cp-l 

C_t Co Ct 

Dp = det ck-l = c-2 C_t Co 

Co Ct 

C-p+l • • • C_t Co 

(5) 

As shown by several authors L3-BJ, the different 
correlations are expressed in terms of determin­
ants of the type (5). In particular, the correlation 
of two types which lie on one diagonal spaced p 
cells apart is equal to the determinant (5) with ck 
given by relations (3)-(4): 

(6) 

The matrix ck _ z in the right side of (5) de­
pends only on the difference of the indices, and is 
called a Toeplitz matrix[ 9J. The determinant (5) 
was investigated in connection with different prob­
lems of the theory of Toeplitz forms. Szego proved 
for this determinant the following theorem (we 
present it in somewhat different formulation). Let 
f(w) = lo(eiWW2 where o(eiw) is a polynomial of 
order p in eiw. Then (see the notation in (4) and 
(5)) 

Assume further that f(w) is an arbitrary positive 
function, for which f' (w) exists and satisfies the 
condition 

00 

(7) 

(8) 

Then 

. Dp(f) {~ "I 
hm --K-,- = exp Li n I Kn I2J \. . 

p-+oo eP 1 

A similar theorem was proved by a different 
method by Kac[to] for f(w) which is not necessarily 
positive or real, but satisfies as before the condi­
tion (8). Namely, for If- II <I 

. Dp(f) { ~ ) hm --K- = exp ...._ nKnK-n f. 
p-+oo eP o t 

(9) 

According to (3), lfl =I andRe f > 0, so that there 
always exists a number M such that 
f= M[I + (f-M)/M] and j(f-M)/MI < 1. M= 00 

only at the transition point. In the general case, 
however, the condition If- II < I may impose some 
limitations on f, so that it is of interest to derive 
(9) without this condition (see Sec. 2 below). 

These results cannot be used to calculate (6), 
since f(w) (see (3)) does not satisfy condition (8) 
above the transition point. Nor can we use the ex­
act relation (7), since f(w) is not positive. We shall 
prove, however, the existence of relations similar 
to (7)-(9) but more general and more suitable, in 
particular, for the calculation of correlations in the 
Ising model. 

2. GENERALIZATION OF THE SZEGO THEOREM 

We shall prove first the correctness of the 
following relation, which generalizes (7): 

If: a) f(w) = D.-1 (eiw), where D. is a trigonome­
tric polynomial of order p: 

p 

~(ei"') = ~0 + ~ (~keiltw + ~-ke-ikw); 
lt=1 

and b) in the expansion of D.(eiw) into elementary 
factors 

p 

~(ei"') = Vo IT (xv- ei"') (y~- e-iw) (IO) 
v, ~=1 

the roots x and y JJ. lie outside the unit circle, then 
p 

Dp(f) = exp{pKo + ~ nKnK-n }. (11) 
1 

The proof duplicates almost verbatim similar 
deductions by Szego, [ 9] which lead to relation (7). 
Indeed, let us expand D.(eiw) into partial fractions: 

1 p 1 p 1 

Li(e"iw) - ~1 &-(xv- ei"') "'~1 bJ.L' (YJ.L- e-'"') 

6v = IT (xa- Xv), 6/ = IT (Y~- YJ.L). 

For the Fourier coefficients of f(w) we have 
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1 " c.~z = 2n ) f ( w) e-iro(k-IJ dw 
-:1 

(12} 

The integrand in (12) can be expanded in powers 
of eiWfxv and e-iwiYw We obtain 

C!iz = _1_ S -~- (xvy,.)'xv-kyiJ.-1' r ={ l, k ~ l, 
2n "·!!=I 6v611 XvY 11 - 1 k, /.; ~ l. 

In this expression the results of summation over v 
and J.! does not depend on the choice of r if p - 1 
:::::: r :::::: k, or if p - 1 :::::: r :::::: Z. Indeed, if we replace 

(XvYil)r / (XvYil- 1} 

by 

under the summation sign then the sum of the 
second term will be equal to zero, since the ex­

p 
pression 2; x~/ov can be regarded as a sum of 

v=1 
residues outside the unit circle for the integral 

1 " Jl. 
2n ~ ei(s+IJ<P IT (xv- ei<P)-1 dcp, 

_, '1'=1 

which vanishes as a result of the analyticity of the 
integrand inside the unit circle. We can therefore 
put r = p- 1. We obtain 

1 P Xv p-!-k 1 p-1-1 
chz=-- L --- Yll 

2n "·!!=I 6v XvYIJ.- 1. 6/ · 

The matrix ckz is equal to the product of three 
matrices: 

p-!-k! Xv Ov, p-!-l I I 1)-1 Y11 611- and (xvy"'- . 

Consequently, 

p-!-k p-!-l y,-1 
Xv Yll ~ 

Det c,z = Det---- · Det ---· Det ----
bv 611-' Xv- y 11- 1 

All three determinants are calculated in the same 
fashion: the factors which are common to a row or 
to a column are taken outside the determinant 
sign, and then the first column is subtracted from 
all the columns, the common factors are taken out, 
the first line is subtracted from all the lines in 
the resultant determinant, and the common factors 
are again taken out. This results in a determinant 
similar to the initial one, but of lower order. Re­
peating all the transformations, we reduce the 
order of the determinant further by unity, etc. As 
a result we obtain 

Substitution of (10) in expression (4) yields 

1 ~ 1 
Kn=- ~-· n· ·X n' 

V=! V 

1 p 1 
K-n=- ~-· Ko=-ln(voiix.liyJJ.). nLJyn' 

J,t=l JJ. 

Substituting these expressions in (11), we obtain 
(13). 

The theorem (10) can be formulated differently: 
If there is a polynomial of the type (10) such that 

a) (.i\-1)n = <f>n for -p + 1 ~ n ~ p- 1, (14) 

then 

b) (~)n = 0 for n~p, n~ -p, 

~ 

Dp (f)= exp {Pxo + ~ nxnX-n}, 
n=! 

1 " 
Xn = -- \ ln~-1 (w)e-inrodw. 

2n J _, 

(15) 

(16) 

Indeed, it follows from (14) that Dp(f) = Dp(r). For 
r(w) the conditions of theorem (11) are satisfied, 
and for Dp(r) the expression (11) is valid. As a 
result we obtain (16) for Dp(f). Thus, to calculate 
Dp(f), namely the correlation of two sites located 
a distance p apart, it is necessary to obtain D. from 
(14) and (15) and substitute it in (16). 

The limitation connected with condition (8) can 
be greatly relaxed. If f(w) satisfies condition (8), 
then 

g(w) = eiroj(w) (17) 

does not satisfy this condition. However, compari­
son of Dp(g) and Dp(f) 

c1 c2 c3 ... Cp Co C1 c2 ••• Cp 

Co cl c2 c_l Co c1 

Dp (g)= c-1 Co cl Dptt (/) = c-2 C_1 co 

· c1 c2 •• Co c1 i 

; c_!'+2 Co C1 C_p • • C-1 Cu 

shows that 

a 
Dp(g) = ( -1) P -_-Dp+t(/). 

dC.-p 

Similarly, if 

then 

(18) 

(19) 

(20) 

a a a Dp (gk) = ( -1) h(p-(k-tJ/2) ___ ... _______ Dp+li (f), 
ac_p-k-f-! ac_p-1 ac_p 

(21) 
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and if 

g_,.(ro) = eiliJhf(ro), (22) 

then 
a 

Dp(g_,.) = (-1)~<<p-<~<-1)/2l-=---
acp+~<-1 

a a 
· · _a ___ a -Dp+~< (f)· 

Cp+t Cp 

(23) 

The determinants Dp(f) satisfy theorem (9), and 
therefore (21) and (23), together with (9), make it 
possible to apply the Szego-Kac result to func­
tions of the type (20) and (22), which do not satisfy 
the condition ( 8). 

Theorems (11) and (16) say nothing of the exis­
tence of a function ~(w) with properties (10). 
Later, when solving (14) and (15), we shall prove 
by the same token the existence of ~(w) for finite 
p. The correctness of the con<Mtion (8), that is, 
the convergence of the series ~ nKnK-n is verified 

1 
by substituting the solution in this series. 

For the case when p- 00 it is possible to prove 
the existence of ~(w) in a simpler manner, by 
making use of a theorem (see, for example,C 9J), 
according to which any positive function g(w) can 
be the limit of a polynomial of the type (10) as the 
number of roots of the polynomial increases with­
out limit. The function 

[II (xv'- eiliJ> (yp.'- e-iliJ> r1 U <~'Y,- eiliJ> (y"- e-iliJ>g<w> 
~,v ~.v 

= [IT (xv- eiliJ) (xv'- eiliJ) (Yil-- e-iliJ) (y/- e-iliJ) r1 

lt,V 

X [IT (xv- eiliJ) (Y~t- e-iliJ) r g(ro) 
lt,'Y 

with a finite number of xv, y W x~, y~, whose 
moduli are larger than unity, can also be the limit 
of a polynomial of the type (10). We note that any 
rational function r(eiw) can be represented in the 
form 

eikw [II (xv'- ei"') r1 IT (Xv- ei"') (Y~t- e-iw)' 

"· v lt,'Y 

where the moduli of Xv, y 1-1, x~, and y~, are larger 
than unity and k is the difference in the number of 
zeroes of the numerator and the denominator of 
r(eiw) inside the unit circle. 

We have thus proved the following theorem: 
a) The Szego-Kac theorem is valid for a func­

tion of the type r(eiw)g(w), where r(eiw) is a 
rational function of eiw and g(w) is a positive 
function, if the number of zeroes inside the unit 
circle is the same for the numerator and denomin­
ator of r(eiW) (that is, if the condition (8) is satis­
fied for r(eiw)g(w)). 

b) If k, the difference of the number of z~roes 
of the numerator and the denominator of r(e1 w) 
inside the unit circle, is not equal to zero, then for 
k < 0 we have 

- a a ikwj Dp(f)- a .. . -"'--Dp+k(e ), 
C-p-k+l uC_p 

and fork> 0 

D ) a a D ( -ikliJJ p(f =a ... -a- P+h e ). 
Cp+k-1 Cp 

The Szego-Kac theorem in this form is applica­
ble to the Ising-lattice determinant defined by ex­
pressions (3)-(5). 

3. ASYMPTOTIC VALUES OF THE FOURIER CO­
EFFICIENTS OF THE FUNCTION f(w) 

Using the identity 

we obtain 

~n 00 tn-1!. 
<(1- Reiro)-'i•)n =-I dt. 

t' n ~ ( 1 + t) n+1 

We substituted this expression in the relation 

k=O 

00 1 00 
( ~t ' k+n t-'!.dt 

= ~~- ~ ((1-~e-i"')''•),. --) --. 
;;:0n 0 1 + t 1 + t 

The result of the summation over k will obviously 
be the replacement of e-iw by l)t/(1 + t). Therefore 
when n- 00 (z = n(1 - 1) 2)/1) 2) we have 

~n f( t )n (1-~2t/(1+t))'f2 <f>n=- J -- dt-+ 
n 0 1+t (1+t)l't 

--+- ~n (1- ~2) '/, f. e-Y(1 + y2/2n) (Y + z) 'f, 
J 'I dy. 

n-+oo nn 0 y ' 

For large z 

~n ( 1 - ~2) 'I• ( 1 ) 
Cn = '/ '/ 1+-4 + .... n •n' z (24) 

For small z (near the phase-transition point, 
when !3- 1) 

1 ( z ) Cn =- 1--lnz+ ... . (25) 
nn 2 , 

Similar calculations yield for negative n 

pn ( 1 ) 
c_lnl =- J 2(1-j32)'"n'"lnl'" 1- 4lzl for P-+0 

l ntnl ( 1 + 1;1 lnlzl) for P-+1 
(26) 
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4. CORRELATION FAR FROM THE PHASE TRAN­
SITION POINT 

We seek the solution of (14) and (15) in the form 
~-1 = f + p. For p we obtain the following equa­
tions: 

(p>n = 0, In! ~ P- 1; (27) 

< f ~ P ) n 0, In!;;;:. p. (28) 

Below the phase transition, the Fourier series for 
f(w) converges (see (24)), and when p- 00 we ob­
viously obtain p = 0. It is natural to assume that 
when p- 00 the ratio I p I /If I - 0 and for suffi­
ciently large p we can neglect in (28) the terms 
that are quadratic in p/f. In this approximation we 
obtain 

lnl;;;:.p. (29) 

We seek a solution satisfying the conditions (27) 
in the form 

co 

According to (3), 

1 1- ~eiw 
- (31) 

f2 1- ~e-i"' 

Substituting (30) and (31) in (29) we obtain equa­
tions for xk and Yk (in the equations for Yk we 
neglect the contribution of order (3 3P from xk): 

<f-1)nofop =- Mn-1 + ~1- ~2) ~ fn+s ~· 
s=O 

= - ~Xn-1 + (1 - W) ~ Xn+sW, 
8=0 

co 

<t-1>p =- Mp=-1 + (1- ~2) ~ fp+·~· = (1- ~2 ) '~ Xp+·~·. 
8=0 s=O 

00 

8=0 

lnl:.P 

=-~Y-n-t+{1-~2) ~ Y-n+s~8• 
s=O 

If we denote by fp the remainder of the Fourier 
series f(w ): 

00 

fp = ~[(f) I< eik.w + <f>-k. e-ik.w], 

k.=p 

then the solution of (32) takes the form 

(32) 

~ t [ eip(q>-w)+iq> e-ip(q>-w)+iq>] 
p(w) = fp(w) + -2- J f(cp) . - dcp :n: _, 1 - f3e''~' 1 - j:le'"' · 

(33) 

We now turn to the expression (16) for Dp· We ex­
pand ln~ = ln(f + p) in powers of p/f and confine 
ourselves to terms that are linear and quadratic 
in p. The value of Dp as p - 00 will be denoted by 
Doo. We obtain 

1 r_"(p p2) 
Dp =Dooexp 2:n: J /-Tt 

-lt 

( i~ sin w ) 
X p- dw. 

\ 1 + ~2 - 2~ cos(!) 
(34) 

This expression is valid with accuracy of order 
fp/f ~ (3 2P. This means that for small (3 we can 
choose small p. Expression (35) can be simplified 
by taking small (3. In this case (we can calculate 
the integrals, for example, in the same manner as 
in Sec. 3) 

Dp = (1 + ~2P I :n:p) (1- ~2)'''· (35) 

Above the transition point it is necessary to use 
formula (19), which we rewrite in the form 

a 
Dp=axAP+h (36) 

co' c/ ... cp' 
c_r' Co' 1 " 

Cn' = 2:n: ~/* (w) e-inwJw. (37) 

c' -p+x. • • co' 

The determinant Ap is calculated in the same man­
ner as Dp. except that f(w) must be replaced by 

f(w) + xeiw, and (34) and (35) must be rewritten, 
leaving everywhere only the first term of the ex­
pansion in powers of x. Substituting the obtained 
expression for Ap in (36) we obtain (leaving the 
principal term in 1/p112) 

(, i sin w ) 
X p- 1+~2-2~cosw dwDoo(Ap), 

Doo(Ap) = (1- ~2)'1•. 

For small (3 we have 
f!P 

D P = ----=== . 
"'Vnp 

5. CORRELATIONS NEAR THE TRANSITION 
POINT 

Near the phase-transition point the series 

(38) 

(39) 

I: (p/f)n, I:nKnK-n and I: SpAn converge poorly. We 
can use, however, the relative simplicity of Dp at 
the transition point. We have here an analytic ex­
pression for both Dp ~ p-1/4 (see[3]) and its minors. 
We can therefore use the formula 
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DeL(A +~)=DeL A Del(l + J.A-1) 

{ 

00 
( -1) n-1 } 

= DetA exp ~ n Sp(~A-1 )n (40) 
n=1 

and put 

A= !lchz<1lll =II n(k _\ + 1/ 2) \1' 
where A is the value of the matrix (5) at the tran­
sition point (here {3 = 1) and 6. = llc(f3) - c< 1> II 

k-l k-l 
is the correction to the matrix (5) near the tran­
sition point. 

The minors of the matrix A and its determinant 
are determined by a matrix with coefficients 
(xk- xzr1 and are calculated in the same manner 
as the determinant (12). We obtain 

-1 - f(k)g(l) 
(A )z,h- n(k-l+1/z) 

r(k + 1/2)r(p- k + 1/2) 
f(k)= k! (p-k)! , 

g(l)= l'(l- 1/z)IJ~-::-l+ 3/2) -. 
l! (p -l)! 

(41) 

If we neglect Sp(t.A-1)n with n =::: 2 and use (25), 
then we obtain (1- {3 = T ~ T- Tc and A 0 is a con­
stant) 

D = Ao { ~· lk-li·dn(lk-ti-r)/(k)"(l)1. 
P p'f, exp .:._ (l· - l + 1j.) 2 " ( 

k, 1=1 ' 2 (42) 
00 

Estimates show that 6 Sp(t.A-1)n converges 
00 1 

like 6 (Tp ln Tp)n. When p » 1 we get for Dp the 
1 

simpler expression 

Ao ( 1 \ 
Dp = p':, 1 +-:(;·tplniTPi). (43) 

6. CONCLUSION 

The calculation shows that there exist three 
regions, in each of which the correlations behave 
differently. These are the regions 

1) T < --zrl, 2) --p-1 < -r < p-1, 3) -r >p-t. 

The second region-the vicinity of the phase­
transition point, in which the distance to the phase­
transition point is smaller than the temperature 
fluctuations (~ 1/.JN. N is the number of particles) 
in regions with dimensions of order p. The tem­
perature fluctuations require a definition, but their 
intuitive meaning is clear. On going over through 
the lim it T = ± p -1, both the character of the physical 

phenomena and the form of the correlation func­
tions change. We denote the temperature fluctua­
tion by Tf· We can expect the correlation to depend 
only on the ratio T /T f = pT. This circumstance ex­
plains the dependence like e-PT at large values of 
pT (see (39)). 

The equation Dp ~ 1/p114 at the phase-transition 
(see (43)) can be related with the temperature de­
pendence Doo ~ T1/ 4 in the "phase transition 
region." The average temperature is T ~ 1/p and 
the correlation is of the order of T1/ 4 = 1/p1/ 4• 

These considerations can be applied to the three 
dimensional case. The parameter T/Tf will have 
here the form p3/ 2T and the correlations will fall 
off possibly like exp ( -pT2/ 3). If Doo ~ T{3, then the 
correlation of the transition point will be 
~p-3{3/2. According to[ 11J, approximate methods 
yield for the three-dimensional lattice 0.303 
:s {3/2 :s 0.318, whereas experiment yields {3/2 
= 0.33-0.36. If we take {3 = 2/3, then Dp ~ 1/p. 

The procedures described make it possible to 
calculate far from the transition point also the 

. correlation between two spins lying on a single 
row (or column) of the lattice. This correlation is 
determined[ 4- 7] by the expressions (4) and (5) with 
f(w) of the type (3). In place of (35) and (39) we ob­
tain (for small {3) below the transition point 

( 1-X )Zp 
Dp = 1 + , ----2- , 

and above the transition point 

Dp = xP. 

The correlation in the vicinity of the transition 
point was calculated by Vaks et al. [12 ] and coin­
cides with (43) accurate to terms of order 1/p. 
Thus, the correlations along the rows and along 
the diagonals turn out to be different only in the 
region above the transition point, where the corre­
lation radius is small and is close to the distance 
between the nearest neighbors. 

In conclusion I am grateful to Yu. B. Rumer, 
V. G. Vaks, A. I. Larkin, Yu. N. Ovchinnikov, and 
V. L. Berezinskil for help. 
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