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We consider the properties of a multi-component classical non-linear field which depends on 
one spatial coordinate. In the particular case of a two-component field this model describes 
the properties of a string acted upon by an external potential. The thermodynamic character­
istics of this system are evaluated and we show that at a certain temperature, determined by 
the character of the non-linear term, the system undergoes a phase transition. The problem 
of the temperature behavior of the system turns out to be equivalent to the problem of the 
dependence of the eigenvalues of the Schrodinger operator on the coupling constant; the role 
of the latter is played by the inverse square of the temperature. We find the correlation 
functions of the system and show that at the phase transition point the characteristic corre­
lation length of the fluctuations turns out to be infinite. 

1. INTRODUCTION 

IT is well known that phase transition in many­
body systems are connected with the interactions 
between the particles. If the interaction has an or­
dering character, then at certain temperatures, 
when the disordering influence of the thermal mo­
tion is dominated by the interaction, the system 
goes into an ordered state-it undergoes a phase 
transition. 

Near second-order phase transition points the 
fluctuations are correlated over very long dis­
tances. This makes it impossible to apply here the 
usual methods for decoupling correlation functions, 
as these methods are based upon a neglect of con­
tributions from volumes in which the correlations 
are important. 

There is at present no rigorous microscopic 
theory of phase transitions. It seemed therefore 
of interest to us to study all kinds of rigorously 
calculable model systems in whic)l a phase transi­
tion takes place when this transition has all as­
sumedly characteristic features of phase transi­
tions in real systems. Onsager's paper [tJ was the 
first publication of this kind in which the phase 
transition problem of the two-dimensional Ising 
model was solved exactly. 

The aim of the present paper is the study of one 
of such exactly calculable systems. It is natural to 
expect that a system of coupled anharmonic oscil­
lators may undergo a phase transition. We shall in 
the following study this system. 

2. THE THERMODYNAMIC PROPERTIES OF THE 
SYSTEM 

We consider a classical field u = { u1, •••• ,un }, 
which in general is a multicomponent field, depends 
on one coordinate x and the time t, and is de­
scribed by the Hamiltonian 

La 2 La2 L 

H=) R_(~) dx+-~) (~) dx+ S V(u)dx. (2.1) 
0 2 at 2 0 ax 0 

Here, L is the interval along which the field u is 
defined; the first term is the kinetic energy, and 
p is the linear density; the second term is the en­
ergy of the elastic coupling, and K is the elastic 
constant 0; V ( u) is the potential energy of the 
field. 

If u is a two-component vector, the Hamiltonian 
(2.1) describes a string in an external field V(u), 
or, what comes to the same, a string, the energy 
of which depends on the displacement from its 
equilibrium position in a non-linear way. 

The Hamiltonian (2.1) can be considered to be a 
generalized Thirring Hamiltonian. (In Thirring's 
model, the field u has one component, and V ( u) 
= au2 + ,Bu4.) 

In the following we shall resort to the visualisa­
ble case of a string, so that we impose the natural 
boundary conditions for that case: u (x = 0) 

l)All results obtained in the following can easily be gen­
eralized to apply to the anisotropic case when the elastic 
constants form a tensor Xik· 
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= u ( x = L) = 0, corresponding to a string with 
fixe<;l end points.2 l 

The partition function of such a system can be 
expressed in terms of a functional integral 

L . 

Z = ~ 6u exp{ - j) ~ p ~2 dx} 
0 

L 

x ~ 6uexp{-ll ~ dx[i-( ::r+V(u) ]}. (2.2) 

Here {3 = 1/T is the inverse temperature in en­
ergy units and the integration is performed under 
the conditions u ( 0 ) = u ( L) = 0. 

We can write the partition function in the form 

z 
Zo 

where Z 0 is the partition function for the case 
v = 0. 

(2 .3) 

We shall not discuss here the problem of the 
divergence of the free energy F 0 = -{3- 1 ln z 0 of a 
classical harmonic field. We shall consider that 
problem later. We are interested in the difference 
~F = F- F 0 and Eq. (2.3) determines just this 
quantity. 

It is well known [2] that the Green function of the 
Schrodinger equation of a particle with the imagi­
nary time (or the single-particle Bloch equation) 

{) ( p2 \ 
Dt\jl(u)= 2m+<p(u)l\jl(u) (2 .4) 

(here p = -iB/au) has the form 

-~<p(u')dt'} (2.5) 
To 

( N is a normalization constant). 
One sees easily that the expression for the 

partition function (2.3) is the same as expression 
(2.5), if in the latter we understand by the "time" 
T the coordinate x, and if we put the mass m 
equal to {3K and replace the potential energy <.p ( u) 
by {3V ( u). We have thus the relation 

e-il(F-F,,) = G(OL, 00) /G0 (0L, 00), (2.6) 

where G ( uL, u0L0 ) is the Green function satisfy-

2)We note that all that is developed in the following re­
mains valid with minor alterations also for the case of other 
boundary conditions. 

ing the equation 

{8 / 81"- p" /2f)x- f)V(u)}G(uL, u0L0 ) 

= 6(u- uo)B(L- Lo), 

G(uL, uoLo) = 0 when L < Lo, 

and G0 ( uL, u0L0 ) is the Green function of the 
equation with V = 0. It is well known [2] that 

L;?: Lo 

L<Lo 

(2.7) 

(2.8) 

Here 1/J A. ( u) and EA. are the eigenfunctions and 
eigenvalues of the "Hamiltonian" 

h(f)) = p2 /2j)x + j)V(u), (2.9) 

and the symbol JA. must be understood to indicate 
summation over the discrete energies and integra­
tion over the region of the continuous spectrum. 
Since the "mass" of the particle described by the 
"Hamiltonian" (2.9) and the field in which it moves 
depend on the temperature, we have for the eigen­
values EA.= Ef....(/3). 

Substituting (2.8) into (2.6), we get 3) 

~ \jJA(O)\jJA* (0) e-LE,_(B) 
I, 

e (HF = _____ _ (2 .10) 

( n is the number of components of the field u). 
We are interested in a "large" system obtained 

by the limiting transition L - 00 • In that case it 
makes sense to speak about the specific free en­
ergy ~f = lim ( ~F /L ), L - oo which according to 
Eq. (2 .10) is 

11!= 
c 

~ \jlk(O)\jlk(O)e-LE• + \ \jl~(0)¢,.(0)e-LE,_ 
1 1 k ~ 

--lim -ln 
j} L-+oo L \ / } (2:rt)-n J dp exp {-Lp2 2j)x 

(2 .11) 
We have here separated off explicitly the summa­
tion over the discrete levels Ek of the operator 

c 
h ( {3) and the symbol JA. indicates integration over 

the continuous spectrum. 
It follows from Eq. (2.11) that with asymptotic 

3)We assume that the lowest value of the limit of V(u) 
as lui .., oo vanishe~. If this limit V0 * 0, we can always add 
to the Ha!lJiltonian (2.1) a term- LV 0 and this guarantees that 
the equation is satisfied. 
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accuracy 

(2.12) 

where E0 is the ground state energy. 
The Hamiltonian h ( f3) reduces, by a change in 

the "energy" units of E, to 

ii(~) = p2 /2 + ~2xV(u). (2 .13) 

When the temperature T increases (or f3 de­
creases) the depth of the well decreases and the 
energies of the bound states decrease. When a 
certain critical value f3c is reached, the well is 
not able to "retain" a particle-the bound states 
have disappeared. 

Using Eq. (2.12), we have thus 

-~M = {IEOol ~ ~ ~c (2.14) 
~ < ~c· 

We see that in the point f3c where the proper­
ties of the operator h ({3) change in such a way 
that the level corresponding to the ground state of 
a "particle" with "mass" {3K in the "field" 
{3V ( u ), disappears, a phase transition of the sys­
tem takes place. 

From Eq. (2.14) for the free energy one obtains 
easily all thermodynamic characteristics of the 
system. For the average energy ~E, which is 
equal to 

Ae = a~M I a~, 

we get thus 

Ae = {dE~d~ (2 .15) 

For the specific heat ~C = -{32d~E/df3 we have 

{ - ~2d2Eo/ d~2 ~ ~ ~c (2 .16) 
AC= 0 ~ < ~c 

The vanishing of the bound state precedes the 
approach of the "free energy" E0 ( {3) to zero. The 
way this approach takes place determines the 
properties of the thermodynamic characteristics 
of the system in the transition point. We have 
schematically indicated in Fig. 1 the temperature 
dependence of the free energy. 

It is clear that if 8E 0 ( {3 )/8{3 tends to zero as 
{3 approaches f3c, the {3-dependence of the aver­
age ~E near f3c has the character shown in Fig. 
2. 

If now 82E 0 ( {3 )/8{32 is discontinuous in the 
transition point f3c, we are dealing with a second­
order transition. If, however, a higher-order de­
rivative is discontinuous, we have a higher-order 
transition. 

We note that the criterion for the existence of 
a sharp phase transition is, as can be seen from 

-,o,jr 

J 
dE. 

L 0 
Pc 

,.. ,0 
f1c p 

FIG. 1 FIG. 2 

Eq. (2.11), the inequality L »I E0 1- 1, where E0 
is the ground state "energy." We shall show be­
low that the quantity I E 0 1- 1 determines the larg­
est correlation length of our system near the 
transition point. When we approach the phase 
transition point, the quantity E0 tends to zero, and 
if the dimensions of the system are finite, the 
phase transition turns out to be smeared out in 
temperature, and the interval ~ of the smearing 
out is determined by the equation 

If L is large and if there is a second-order 
phase transition, it follows from this equation that 

We have thus shown that our system can under­
go, from the thermodynamic point of view, a phase 
transition. Depending on the character of the 
"potential" {3V ( u) which determines the non­
linearity of the system, the behavior in the transi­
tion point can have different forms. 

3. CORRELATION FUNCTIONS 

We now show that in the phase transition point 
the correlation functions of our system undergo 
qualitative changes. We introduce the correlation 
functions 

L 711 

- ~ ~ dx V(u) }IT !'\(u(x;)- u;). 
0 i=l 

(3.1) 

Here Nm is a normalizing factor, 

and the functional integration is performed under 
the conditions u ( x = 0) = u ( x = L) = 0. 

One sees easily that 

where G is the Green function of the "Hamilton­
ian" h ( {3 ). 
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From the normalization condition 

it follows that 

Nm = ~ G(OL, u,x,) ... G(umXm, OO)du, ... dum 

= G(OL,OO). (3.3) 

We finally get 

X G(umXm, 00) I G(OL, 00). (3.4) 

Let us consider the first correlation function 

w,(ux) = G(OL, ux)G(u.r, 00) I G(OL, 00), 

or according to Eq. (2.8) 

~ e-(L-x)EqpA (0) 'PA • (u)~ e-xE,.' 'll'i.'(u) ljJA•* (0) 
i. }..' 

w1 (ux) = ------------

~ e-LE,.'ll;A(O)ljJA* (0) 
), 

We first of all evaluate w1 for the case of a 
"free" field when V = 0. In that case 

1jJ = (2n)-ni2e·k, Ek = k2 / 2~x, 

(3.5) 

{ 2n ( x ) }-n/Z f j3xu2 1 } 
w,(ux)= ~x 1-L x e,J\Cpl--2- (1-x/L)x . 

(3.6) 

We are led to a Gaussian distribution with a 
dispersion 

(3. 7) 

As one should expect, the dispersion increases 
with increasing temperature, and if we treat the 
field u as the displacement field of a string, 6 in­
creases when we get away from the ends of the 
string. It is clear that 

(u2(x)> = n : x( 1- ~) 
(n: number of components of the field u ). The 
maximum of ( u2 ( x) ) is equal to n TL/ 4K, and 
as L - oo ( u2 ) - oo · • max · 

Let us now consider that range of temperatures 
where the "Hamiltonian" h ( /3) has bound states. 
In that case 

w,(ux)=( 2>-(L-x)E•pk(O,u)+ ~ e-(L-x)E,pA(O,u)) 
k A 

x(:l>-xEkpk(u, 0) + ~ e-xE,pA(u, 0) ){~e-LEk Pk(O, 0) 
k ),. k 

(3.8) 

where 

One sees easily that the asymptotic value of 
this expression as L - oo and L - x - oo is 

Po(O, u) 
w, (u, x) = exE, Po(O, O) G (ux, 00) (Eo< 0). 

As x- oo 

G (ux, 00) = e-xE, po(u, 0), 

and hence 

Wt(ux) = 'llo(u)ljlo(u), (3.9) 

where 1/Jo ( u) is the wave function of the ground 
state. 

In contradistinction of the free field case 
( V = 0 ), the mean square deviation 

<u2(x)) = ~ w1 (ux)u2du 

turns thus out to be finite as x - 00 and equal to 
the mean square of the radius of the bound state, 

ro2 = ~ 'llo(u) u 2¢o (u) du. 

When we approach the phase transition point, 
the energy of the ground state tends to zero and 
the radius to infinity and in the transition point 
itself when the bound state disappears, (u2 (x)) 
- oo as x- oo, 

Above the transition point, the function w 1 ( ux) 
is, of course, not the same as (3.6), but it retains 
its basic property that its dispersion increases 
with increasing x. 

Let us now turn to the evaluation of the second 
- the "two-particle" - distribution function 
w2 ( u 1 x 1, u2x2). It is well known that the phase 
transition is connected with a rearrangement of 
correlations. We shall now show that in our model 
such a rearrangement takes place. 

From Eq. (3.5) we have 

X G(u2x2, 00)/G(OL, 00) = 

~ e-LE, p1.(0, 0) 
A 

( L ='= x 1 ='= x2 ='= 0 ) . 4 l 

4l1f x2 > x, one sees easily that 

A" 

(3.10) 

G(OL, U2xz)G(u2x2, u 1x1)G(u1x.,OO) 
w2 (u,x,, U2Xz) · = w2 (u2x2, u 1xi) . 

G(OL, 00) 

The same rule also holds for the general expression (3.4) for 
Wn: if Xi> Xi-l• xi_ 2 , ... , Xi-k• we have 
Wm (UJX!, ... , Ui-hXi_k, ... , Ui_JXi_Jt UiXi, lli+tXi-f-1 1 ••• , UmXm) 

= Wm(UtXt, .. , lliXi, Ui-kXi-k, ... , ll!i-1Xi_1, Ui-f-tXi+1 1 • • ., Um.'t'm). 



ON PHASE TRANSITIONS IN A MODEL SYSTEM 965 

We shall be interested, apart from the second 
correlation function, also in the conditional prob­
ability w ( u1 x 1 I u2 x2 ) that there is a displacement 
u1 in the point x 1 when there is a displacement 
u2 in the point x2• 

It is clear that 

w(u1xduzxz) = wz(u1x1, uzxz) / w!(uzxz). (3.11) 

Comparing Eqs. (3.11), (3.10), and (3.5), we get 

G(OL, UjXI) 
w (u1x1Juzxz) = ------- G (u1x1, u2x2). ( 3.12) 

G(OL, UzXz) 

For the "free"-field case ( V = 0) we get by 
using (3.12) in the limit as L- 00 

xexp{- ~x (u~- uz)~} 
2 lx1- Xzl 

It follows from this expression that as 
I X1 - x2 I - oo, 

w (u1x1l UzXz) ~ I X1- xzl-n/Z-+- 0. 

(3.13) 

(3.14) 

We see that in the free field case the correla­
tion between displacements u in different points 
decreases with distance. 

One shows easily that a similar situation oc­
curs also in the case when V ;r 0 but when the 
operator h ( {3) = p2/2{3K + {3V ( u) has only a con­
tinuous spectrum. 

A completely different situation arises when 
the operator h ( {3 ) has bound states. We get from 
Eq. (3.12) in the limit as L- oo 

c 

+ elx,-x,IEo ~ e-lx,-xdEqp). (u1) 1jl1.' (uz) l 
), ~ 

(3.15) 

Here Ek < 0 are the energies of the bound 
states and the 1/Jk ( u) the eigenfunctions of the op­
erator h ( {3) corresponding to them. 

Comparing (3.15), (3.11), and (3.9·) we see that 

1 

= 'ljlo(ui)'ljlo(u2) ~ e-lx,-x,I(E,-E,)'ljl!.(Uz)'\j;;>,* (ul), (3.16) 
). 

1 

where the symbol JA. indicates a summation over 

all bound states, bar the ground state, and integra­
tion over the continuous spectrum. 

The function f2 ( u 1 x 1, u2 x2 ) characterizes the 

correlation of the fluctuations of the field u. One 
sees easily from Eqs. (3.15) and (3.16) that the 
largest characteristic correlation length of the 
fluctuations is I E0 - E 1 l- 1 where E 1 is the en­
ergy of the first excited state. If the Hamiltonian 
has only one bound state, one uses I E 0 1- 1 for the 
characteristic length. 

As I x 1 - x2 I - oo the second and third terms 
in the square brackets in (3.15) decrease expo­
nentially, and 

w(u1xt/uzxz) = 'ljlo(u!)'ljlo(u!). (3.17) 

We have also 

W2 (ulxi, U2Xz) .1x,- x,l~: No (ui))2 No (uz))2 

(3.17') 

We see that at temperatures below the critical 
Tc the conditional probability w ( u 1 x 1 I u2 x 2 ) and 
the second distribution function w2 ( u1 x 1, u2 x2 ) do 
not vanish as I x 1 - x 2 I - oo (as would be the case 
for T > Tc) but tend to a finite limit, determined 
by Eqs. (3.17) and (3.17'): long-range order oc­
curs in the system. 

Equation (3.17) is also noteworthy because it 
shows the possibility for an asymptotic decoupling 
(as I x 1 - x2 I - oo) of the two-particle distribu­
tion function as a product of single-particle ones. 
This is a particular example of a display of the 
principle of the weakening of correlations. [3] 

It is clear from Eq. (3.15) that the condition 
that Eqs. (3.17) and (3.17') are satisfied can be 
written as 

(3.18) 

where E 0 - E 1 is the difference in energy of the 
ground state and the first excited state of the 
"Hamiltonian" h ( {3 ). When {3 approaches f3c the 
quantities E0 and E1 decrease, and in some re­
gion near f3c, where the Hamiltonian h ( {3) has 
only one bound state with energy E 0, I E 0 1- 1 can 
be used as the characteristic correlation length. 
In the transition point itself, where E0 = 0, quad­
ratic fluctuations determined by the function w2 

extend over the whole volume of the system. The 
higher-order fluctuations behave similarly, since 
the quantity I E 0 l- 1 plays also for j;hose the role 
of a characteristic length. 

4. CONCLUSION 

If we turn to the example of the string, the 
character of the phase transition studied here be­
comes clear. Let us consider a short section of 
the string. This section is acted upon by the po-
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tential V ( u ). At the same time it experiences the 
action of the portions of the string which adjoin it 
on the right and on the left. These portions "pull" 
the section considered, tending to "draw it away" 
from the potential well. At low temperatures when 
this action is comparatively weak, the potential 
V ( u) plays the main role, and the oscillations of 
the separate portion of the string are restricted by 
this potential: ( u2 >max< co, However, when the 
temperature is increased, the role of the thermal 
action increases and at a certain critical tempera­
ture the section is "pulled out" of the potential: 
( u2 >max becomes infinite. This corresponds to a 
phase transition. From this point of view one can 
also easily understand the character of the higher­
order correlation functions. 

The problem may arise of how valid is the sub­
traction of one infinite quantity ( F0 ) from another 
one (F). The divergence of the thermodynamic 
characteristics of a free string is connected with 
the fact that there are infinitely many degrees of 
freedom per unit length. The same situation oc­
curs also in the case of a string in a field V ( u), 
but here the correlation properties of the system 
below the transition point differ fundamentally 
from those for the case of a free string or those 
above the transition point. Since the phase transi­
tion considered is determined by the rearrange­
ment of the correlation properties of the system, 
while the quantities t:.F, f:.E, and so on, which are 
obtained as the differences of diverging quantities 
are just connected with this rearrangeme'nt, the 
procedure adopted here for removing the infinities 
seems meaningful to us. 

Moreover, one can get rid of the above-men­
tioned divergence by introducing a cut-off in mo­
mentum. The free energy of the system then has 
the form 

F=Fo+M, 

where the free energy of the string without a field, 
F0, is already finite, since the number of degrees 
of freedom per unit length is proportional to p0, 

where Po is the cut-off momentum. As far as .C:.F 

is concerned, in the immediaj;e vicinity of the 
transition point (and that is just the region of in­
terest) the wave function corresponding to the 
ground state is such that the average radius of the 
bound state r 0 is much larger than the reciprocal 
of the cut-off momentum, 1/p0, and the parame­
ter p0r 0 is the larger, the smaller the quantity 
{3 - f3c. All results given in the foregoing, obtained 
in fact under the assumption p0r 0 - co, remain 
thus valid. 

One must note that the analogy between the par­
tition function of a string and the Green function 
corresponding to the Hamiltonian h ( {3) has a 
simple meaning. Writing the Green function as a 
continuous integral means integrating the exponent 
over all paths connecting the points u1 and u2• 

The evaluation of the partition function of a string 
is simply reduced to an integration over all shapes 
of the latter under the conditions that its end 
points have displacements u1 and u2 which is 
equivalent to an integration over paths, if we un­
derstand "time" as the coordinate of a point of 
the string and the coordinate of the "particle" as 
the displacement of the string. 

We have shown thus that the system considered 
by us can undergo a phase transition and this 
transition is characterized by singularities in the 
thermodynamic functions and a qualitative change 
in the correlation functions, consisting in the ap­
pearance of long-range order. 

In conclusion the author expresses his sincere 
thanks to V. L. Bonch-Bruevich for valuable dis­
cussions of the paper. 
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