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The behavior of a system under the action of a time dependent perturbation is considered 
in the adiabatic approximation under the assumption that the system is degenerate in the 
absence of the perturbation. The state of the system is characterized by a density matrix 
in the space of eigenfunctions belonging to a given degenerate level. A unitary operator is 
constructed which relates the density matrix before the perturbation is turned on to the 
density matrix after the perturbation has been turned off. The case when there is no exact 
degeneracy in the absence of the perturbation but rather a set of closely spaced levels 
(almost degenerate states) is also considered. As an illustration of the application of the 
theory, the behavior of spin 1 and spin Y2 particles in a variable magnetic field is examined. 

1. INTRODUCTION 

THE behavior of a nondegenerate system under 
the action of a slowly varying perturbation is well 
known. [1, 2] Suppose a system (Hamiltonian JC0 ) 

in the state ¢0 with energy E0 is subjected at the 
instant t = 0 to the perturbation V, which van
ishes some time later at the instant T (or V goes 
to zero asymptotically at t- ±co). The probabil
ity that, under the action of the perturbation, the 
system makes a transition from the state with en
ergy E0 to a state with energy E~ will be small if 
V varies little during the time n ( E0 - Eo) - 1• The 
time development of the state can be described by 
the adiabatic approximation, [t,2] i.e., by assum
ing that the wave function of the system has the 
form 

<I> (x, t) = e-t<p <t> 'ljl (x, t), (1.1) 

where lf!(x, t) is the eigenfunction of the Hamilto
nian JC0 + V at the time t, 

(:Jfo + V) 'ljl = E(t) 'ljl, (1.2) 

which satisfies (If!, $) = 0, and cp has the form 

t 

<p (t) = + \ E(t) dt. 
.I 

(1.3) 
0 

For V - 0 the function If! and the energy E go 
over into ¢0 and E0, respectiyely. 

If the level E0 is degenerate, the situation is 
somewhat more complicated. As an introduction 
to the general discussion, we choose the simplest 
case, which has been investigated in various mod
ifications by many authors (see, e.g., [3]): a two-

fold degenerate system under the action of a time 
dependent perturbation. Until the perturbation is 
switched on, two eigenfunctions, If!~ and l/Jg, will 
be associated with a single level E0• These func
tions are not uniquely defined, since an arbitrary 
linear combination of them is also an eigenfunc
tion of the Hamiltonian JC0 with energy E0• For 
definiteness, we shall assume that some specific 
pair of functions has been chosen. In a number 
of cases, this choice of states is dictated by the 
physical conditions of the problem. 

When the perturbation is turned on, the degen
eracy is removed. The level E splits into two: 
E1 and E2, associated with two eigenfunctions of 
the Hamiltonian JC0 + V, which we denote by 
¢1(x,t) and ¢2(x,t). 

In order to describe the time development of 
the state under the action of the slowly varying 
perturbation we set up a superposition of adiabatic 
functions of the form (1.1): 

<D = a 1e-t<p,(t> 'ljl1 (x, f) + «2e-t<p,(t) 'ljl2 (x, f). (1.4) 

The coefficients a 1 and a2 will be practically con
stant under the condition [2] 

(1.5) 

A special consideration is required at the points 
where the perturbation is switched on or off and 
where, by assumption, E1 = E2• We shall assume 
that the inequality (1.5) holds even in the limiting 
case E1 - E2, i.e., 

The relation (1.6) can be satisfied by an appropri-
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ate choice of the manner in which the perturbation 
is switched on and off. 

The coefficients a1 and a2 in (1.4) are deter
mined by the initial conditions. As an initial con
dition one may, for example, require that the sys
tem be in definite state, 

<D (x, 0) = 'P~ (1. 7) 

say. 
When V- 0, each of the functions lj;1, lj;2 goes 

over, in general, into a superposition of 1/J~ and 1/Jg, 
so that we have for t = 0 

(1.8) 
n 

and also 

'IJ~ = ~c;n 'Pn (x, 0). (1.9) 
n 

There will be analogous relations for t = T (but 
not necessarily with the same Cni as for t = 0 ) . 

Taking account of the initial condition (1. 7) and 
relation (1.9), we obtain from (1.4) 

2 2 

<D (x, 1') = ~ ~ C~1 (0) Cki {'t) e-icpi(') 'IJ2. (1.10) 
k=l /=1 

It follows from this expression that after the 
switching-on of the perturbation the function <P 
will be represented by a superposition of the func
tions 1/J~ and 1/Jg. In other words, the system makes 
a transition from the state 1/J~ to the state 1/Jg al
though there are no transitions between lj;1 and lj;2• 

The probability for the transition 1/J~ - 1/Jg is equal 
to, according to (1.10), 

p12 = I c~l (0) c21 (T) e-icp,(<) + c~2 (0) c22 (T) e-i<p,(<) j2• (1.11) 

The determination of the coefficients Cij is 
equivalent to the diagonalization of the matrix JC 
in the space of functions 1/J~, 1/Jg for V- 0. If, be
sides the states already considered, there are still 
other states describing the system, we are led to 
the problem of diagonalizing not the entire matrix, 
but only the part (sub matrix) referring to the 
states under consideration. 

The solution of this problem for a twofold de
generate system is well known. [3] Let JCik be the 
matrix elements: JCik = ( 1/J~, JCij;~), which we shall 
assume to be real. Let us set 

(1.12) 

We shall be interested in the limiting values of A. 
for t-o and t-r (i.e., for v-o). Here 
JC11 -JC22 as well as JC12 tend to zero, but their 
ratio may have various nonvanishing values. 
Simple calculations lead to the following expres
sions for Cik: 

Cu = C22 = 2_.,, u +A (1 + A2r'1• 1'1·, 
C21 = - C12 = 2-'1• £1 - x (1 + A2r'1' l'1'. (1.13) 

Substituting the values (1.13) in (1.11) for t = 0 and 
t = T, we find 

P 12 = + £1 -A ('r) 'N (O) (1 + A2 (T)r'1• (1 + A2 (O)(izJ 

-+ (1 + A2 (T)J-'1• (1 + A2 (0)r'1•cos (cp1(T) -cp2(T)]. 

(1.14) 

(The special case A. = 0 is realized in the phenom
enon of resonance charge exchange in atomic colli
sions. C4J) 

The preceding considerations can be applied, 
with small modifications, also to the case when 
there is a gap .6.E1 between the two levels even 
before the perturbation is switched on, as long as 
this gap is much smaller than the distance .6.E2 to 
the other levels of the system (case of almost de
generate states). Since .6.E1 « .6.E2, the perturba
tion can be imposed in such a way that the time of 
significant variation of the perturbation, T, sat
isfies the condition n/ .6.E2 « T « n/ .6.E1. Then 
the perturbation can be regarded as being switched 
on instantly with respect to the almost degenerate 
states while at the same time treating it adiabat
ically with respect to the other states. Under 
these conditions we can use the expressions given 
above with the difference that the perturbation V 
does not vanish at t = 0 and t = T, but has the val
ues V0 and V T• respectively. In accordance with 
well known considerations, the quantities V 0 and 
V T must not be too large. 

In Sec. 2, this theory will be generalized in two 
respects. First, we consider a system with an ar
bitrary number of degenerate (or almost degener
ate) states. Second, the initial state of the system 
and its time development are described by a den
sity matrix. The use of a density matrix allows 
one to extend the adiabatic approximation to such 
problems as the behavior of polarized beams of 
particles in magnetic fields which vary slowly in 
magnitude and direction and the related problem 
of the population of Zeeman levels in magnetic 
fields. Examples of this kind are considered in 
Sec. 3. Section 4 is devoted to the discussion of 
the magnetic resonance. 

2. ADIABATIC APPROXIMATION. GENERAL 
DISCUSSION 

Let p be a density matrix in the space of the 
eigenfunctions 1/J~, ••• , 1/J~ of the Hamiltonian JC0 

corresponding to some degenerate level with en
ergy E0• Further, let PJC be the density matrix 
in the space of the eigenfunctions lj;1, ... , 1/Jn of 
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the Hamiltonian JC = JC0 + V corresponding to the 
levels E1, ••• , En, which go over into E0 when 
v = 0. 

At the instant t = 0 at which the perturbation 
is switched on, the matrices PJC ( 0 ) and p ( 0 ) are 
related by the unitary transformation 

p;'H (0) = C+(O) p(O) C(O), (2.1) 

where C is a unitary operator which diagonalizes 
the matrix (or an appropriate part of it ) in the 
space of the functions 1/J~, ••• , 1/Jt for V- 0. The 
operator C ( 0) does not, in general, reduce to the 
unit operator, although JC coincides with JC0 for 
v = o. 

The time development of PJC ( T) can in the adia
batic approximation be represented as a unitary 
transformation, 

(2.2) 

by means of the diagonal matrix U with the ele
ments 

t 

<pn (f)=* ~En (f) di. (2.3) 

At the instant at which the perturbation is 
switched off, i.e., at t = T, we go again over to 
the space of the functions 1/J~, ••• , 1/Jt. The matrix 
p ( T) is obtained from the matrix PJC( T) by means 
of the transformation 

r (-r) = c (-r) P.'!f (-r) c+ (-r). 

It follows from (2.4), (2.2), and (2.1) that 

p (-r) = Mp (0) M+, 

where M is the transition operator, 

M = c (-r) u (-r) c+ (O). 

The matrix elements have the form 

(2.4) 

(2.5) 

(2.6) 

Mmn = hCmk (-r) C~k (0) e-i~;J'>. (2.7) 
k 

As is seen from (2.5), the density matrix p(T) 

coincides with p ( 0) in the following cases: 
1) if c = 1; 

2) if p ( 0) = I/Sp I, which corresponds to a uni
form population of all degenerate states; 

3) if p ( 0) is composed of eigenvectors of the 
matrix C and, hence, commutes with M. 

The probability for finding the system in the 
state 1/Jk after the perturbation has been switched 
off is equal to the diagonal element of the density 
matrix Pmm ( T). If the system was in a definite 
state n before the perturbation was switched on, 
the elements of the matrix p ( 0 ) are equal to 
Pnn< 0) = 1, Pa{3 = 0 (a, {3"' 1 ). It then follows 
from (2.5) that 

Pmm ( 't) = J M mn j2 • (2.8) 

This quantity gives the probability for the transi
tion n- m. We shall denote it by Pmn· 

It follows from (2. 7) that Pmn can be written 
in the form 

~ u· w + LJ Bmn COS [<pk (-r) -<pk' (-r) + QmnJ. (2.9) 
k,k' 

where Amn• B~~. and nl1f~ are eapressions com
posed of Cmn(O) and Cmn(T). 

If the perturbation contains some parameter, 
for instance, the rate at which the interaction is 
switched on and off, then Pmn will be a function 
of this parameter. It is seen from (2.9) that the 
variation of Pmn due to variations of the param
eter consists of two parts: a smooth term coming 
from the dependence of A and B on the parameter 
and an oscillating one related to the term 
cos ( q; - q; k' + n~~). If the last term is a rapidly 
oscillating function of the parameter, averaging 
over a small region of variation of the parameter 
gives 

Pmn = Amn· (2.10) 

In some cases, however, the oscillating part of 
the variation of the probability due to variations of 
the parameter is observed experimentally. Thus, 
in the resonance charge exchange in hydrogen the 
probability as a function of the velocity of the par
ticle at a fixed scattering angle shows distinct 
maxima and minima, [5] in correspondence with 
the theory. [4J 

In conclusion we give a formula which expresses 
cik in terms of the matrix elements JCik 
= ( 1/Jf, :ICI/J~) and the roots of the secular equation 
II JCik- EOik II = 0: 

(2.11) 

Here D is the Vandermonde determinant composed 
of the roots of the secular equation; Dh is the de
terminant obtained from D by replacing the k-th 
column by the quantities Oij• JCij• (JC2 )ij• ... , 
(JCn-1 )ij· The phases Eij must satisfy the con
dition 

Bik- Bjk = A:j. 
where "-h is the phase of the determinant Dt. 
Otherwise the E ik are arbitrary. 

3. PARTICLES WITH SPIN% AND 1 IN A VARI
ABLE MAGNETIC FIELD 

Let us consider first a particle with spin 1/ 2• 

The energy operator is 

:Je = --i-ng Ha, 
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where g is the gyromagnetic ratio, H is the field 
intensity, which varies in magnitude as well as di
rection. The condition for the applicability of the 
adiabatic approximation reduces in this case to 
the requirement that the rates of change of the 
magnitude and direction of the field be small as 
compared to the Larmor frequency. 

It is convenient to choose a coordinate system 
such that the operator JC is diagonal at the moment 
at which the perturbation is switched on. For this 
purpose the z axis must be directed along the ini
tial direction of the field. Then the matrix C will 
be a 2x2 unit matrix at t = 0: C(O) =I. At t = T 

the field is switched off, where we assume that at 
this instant the field makes an angle e with the 
original direction. Through the initial and final 
field directions we can put a plane which we shall 
take as the z, x plane. Thus we have for JC imme
diately before the switching-on of the field 

:Jf = -+ 1igH (crz cos e +cr .. sine). (3.1) 

The matrix C( T) which diagonalizes the Hamil
tonian (3.1) is 

C (r} =I cos (8/2)- icru sin (e/2). (3.2) 

The matrix U defined by (2.3) can be written in the 
form 

U =I cos (f.l/2} + i<J2 sin (f.l/2), (3.3) 
~ 

f.1 = g ~ Hdt. (3.4) 

Substituting (3.2) and (3.3) in the general formula 
(2.6), we obtain the transition operator M. 

The canonical form of the density matrix for 
particles with spin Y2 is 

p = + (I +a P}, 

where P is the polarization vector. Using (2.5), 
we can express the components of the polarization 
vector after the switching-off of the field, P ( T), 
in terms of the components of the polarization vec
tor before the switching-on of the field, P( 0 ). The 
corresponding expressions have the form 

p x ( T) = p r COS (f.1 - 0) COS 8 + p 2 (0) sin 8 , 

Py (r) =- P, sin (f,1- o), (3.5) 

p z (T) = - p r COS (f.l - 0) sin 8 + p 2 (0} COS 8; 

o = tan- 1 (Pu (0)/Px (0)), P, = (P~ (0} +PZ (0))'/.. (3.5') 

As is seen, the expressions for the components 
of the polarization vector contain two parts: a 
smoothly varying part representing simply the ro
tation of the z component together with the field 
and an oscillating part containing cos ( 1-1 - 6 ) and 
sin ( 1-1 - 6). After averaging over the oscillating 

part only the smoothly varying part remains, while 
the other terms reduce to zero. 

Let us now turn to the case of a particle with 
spin 1. As above, we shall take the Hamiltonian 
diagonal at the instant at which the field is switched 
on. Before the switching-off of the field we write 
the Hamiltonian, analogous to (3.1), in the form 

;;e = -ngH (Szcose +S .. sine). (3.6) 

Sx, Sy, and Sz are the spinor matrices for spin 1: 

0 1 0) 
Sx= ~(1 01 , 

f2 0 1 0 

1 0 0) 
S2 = (o 0 0 • 

0 0-1 
(3. 7) 

The matrix C which diagonalizes the Hamiltonian 
(3.6) is equal to 

C = I- iSu sine - 2St sin2 (8/2). 

The matrix U can be written in the form 

U = I +iS, sin f.1 - 2S;sin2 (f.l/2}, 

where 1-1 is given, as before, by (3.4). 

(3. 8) 

(3.9) 

The canonical form of the density matrix for 
particles with spin 1 is 

P = { [1 +-. 1 "f ~a,Si + -v1 ,~b1 (3SJ- 2) v i 2 i 

+ Yf ~ a,.k (S,Sk +S~..S;) J. (3.10) 
i.Pk 

Here the term containing 6 aisi characterizes the 
i 

vector polarization and the remaining terms, the 
tensor polarization. 

As an example we consider the special case 
where before the switching-on of the field 

p (0) = S~/2 (3.11) 

or, in matrix form, 

(3.12) 

Such a density matrix corresponds to an equal pop
ulation of the states with eigenvalues Sz = ± 1 and 
to an unpopulated state with the eigenvalue Sz = 0. 
In this case we obtain for p ( T) the expression 

p (r) = + [S~ cos2 8 

+ (SxSz +SzSx) sine cose + s;sin2 8l. (3.13) 

Here all three states are populated. The relative 
population depends on the angle of rotation of the 
field e. The relative populations can be changed 
by altering the angle e. 



ADIABATIC APPROXIMATION FOR DEGENERATE STATES 1029 

4. MAGNETIC RESONANCE 

The adiabatic approximation can also be applied 
to problems of the type of the magnetic resonance 
in a rotating magnetic field. 

Let us consider a particle with spin Y2• We as
sume that the states with the eigenvalues of O'z 
equal to + 1 and - 1 have the energies E1 and E2• 

(A degeneracy can be removed by some constant 
field.) The corresponding Hamiltonian is denoted 
by JC0• It is given by the diagonal matrix 

(4.1) 

Let us impose on the system a magnetic field 
which rotates in the x, y plane with the angular 
velocity w, 

Hx = H0 cosud, Hu = H0 sin rot. (4.2) 

Then the Hamiltonian will have the form 

::;e = ::Je0 -+ngH0 (crx cos rot + <1u sin rot) (4.3) 

or, in matrix form 

Let us now go over to a coordinate system which 
rotates together with the field. This is effected by 
a unitary transformation of the spinor 1{!: 

The Hamiltonian has in the rotating system the 
form 

The eigenvalues of JC are equal to 

(4.5) 

(4.6) 

E1·2=t(£1 +£2) ±t[(£1-£2-1iro)2 +g21i2fl~1"'. 
(4. 7) 

so that the difference between the energy levels in 
the rotating system of coordinates is 

£1-£2 = [(£1-£2 -1iro)2 +gWH~]'t.. (4.8) 

The difference E1 - E2 will be smallest at reso
nance, i.e., when 

Tiro= £1-£2, 

where it is equal to 

E1 -£2 = g1iHo. 

For H0 - 0 the difference E1 - E2 vanishes at 
resonance, i.e., there is exact degeneracy. Near 
the resonance the quantity E1 - E2 is different 
from zero for H0 - 0, but is so small that the 
states are almost degenerate. 

In correspondence with the discussion of Sec. 1, 
we shall assume that the field H0 is switched on 
instantaneously at t = 0, whereupon the amplitude 
of H0 changes adiabatically, and is switched off 
instantaneously at t = T. We can then use expres
sion (1.14) for the transition probability P 12, with 

A = (§in- Je22)/2 it12 = - (£1- E2 -1i w)lg1iH0• (4.9) 

In the special case H0 ( 0 ) = H0 ( r ) we obtain 

g•ii•H~ (0) . 2 { 1 "" ~ ~ 
p 12 = {£1- Ea -liw)" + g2h2H~ {0) sm 2ii} (£1 -£2) dt} · 

(4.10) 

If H0 is constant during the time from 0 to r, 
(4.10) together with (4.8) agrees with the known 
results. [GJ 

It is seen that our approach to this problem 
permits the generalization of known results to the 
case of a variable amplitude of the rotating field. 
We note further that, if we consider a process w~th 
constant H0 and slowly varying frequency w, it 
can be interpreted as an adiabatic transition 
through the point of "pseudo-crossing" of the lev
els in the rotating coordinate system. 

Let us assume, in particular, that w ( 0) and 
w ( r) are located on opposite sides of the reso
nance frequency w0 = ( E1 - E 2 )/n at the same dis
tance e:: 

ro(O) = w0 - 8, ro(r) = ro0 + 8. 

Then A.( 0) and A.( r) are equal in magnitude, but 
have opposite sign. From (1.14) and (4.9) we find 
then for the transition probability 

"< 

P (gHr)• . 2 1 \(£ - E ) dt + e2 
= e2 +(gHo)2 sm 2h J 1 2 8 2 + (g H 0) 2 · 

0 

If e: exceeds greatly the width of the resonance 
curve gH0, i.e., if e: » gH0, then P ~ 1, which 
corresponds to a spin flip during the transition 
through the resonance. 

I am grateful to V. A. Fock and Yu. N. Demkov 
for an interesting discussion and important re
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before publication. 
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