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A theory is given of the transverse electric field (the Nernst-Ettingshausen field) which ap­
pears in a magnetized ferromagnetic metal when heat flows through it. The theory presented 
can explain the temperature dependence of the Nernst-Ettingshausen field observed in ferro­
magnetic metals and the change of sign of the Nernst-Ettingshausen coefficient observed in 
iron on transition from low to high temperatures. Comparison of the theoretical conclusions 
with the experimental data shows that nonlocalized electrons make the principal (greater) 
contribution to the spontaneous magnetization of iron and nickel. 

J T is known that the Hall and Nernst-Ettingshausen 
(NE) effects in isotropic samples of ferromagnetic 
metals are given by the empirical formulas [ 1- 5 ] 

EH = (R0B + Rs4:rti,)X J, (1) 

EN=- [(Q0B + Qs4:rtl,) X VT]J=o' (2) 

where EH and EN are the Hall and NE electric 
field intensities; R 0 and Q 0 are the field coeffi­
cients; Rs and Qs are the so-called ferromagnetic 
coefficients of the Hall and NE effects, respectively; 
B is the magnetic induction, Is is the magnetiza­
tion, and J is the electric current density. 

The appearance of the magnetization-dependent 
Hall field component EHs in ferromagnets is ex­
plained by the current theory as the consequence 
of the spin-orbit interaction between current car­
riers and lattice ions. [s-sJ It has been assumed 
that the appearance of the NE field component ENs , 
which also depends on the magnetization, can be 
explained similarly, but the value of the field ENs 
which would be obtained due to the spin-orbit in­
teraction has not yet been calculated. The purpose 
of the present work is to estimate theoretically the 
signs, temperature dependence, and order of mag­
nitude of the fields ENs appearing in ferromagnetic 
metals due to the spin -orbit interaction between 
conduction electrons and lattice ions. 

1. INTRODUCTION INTO THE DENSITY MATRIX 
OF TERMS CONTAINING A TEMPERATURE 
GRADIENT 

To calculate the NE field it is necessary to de­
termine the density matrix for a system of.elec-

trons disturbed from their equilibrium state by a 
temperature gradient and an electric field, and to 
calculate the average electron velocity at right 
angles to the temperature gradient in the absence 
of an electric current. We shall first carry out the 
calculation for the special case when electrons are 
scattered only on impurities, and then we shall 
allow for the scattering of electrons on phonons. 

A very general method of calculating the trans­
port coefficients, including coefficients of thermal 
conductivity type, has been given by Kubo et al, [ 9] 

who introduced generalized thermal forces into the 
expression for the density matrix. However, in 
calculating the transport coefficients it is more 
convenient to use the approximate solution for the 
density matrix obtained from the transport equa­
tion (see, for example, the work of Andreev and 
Kosevich [ 10J). Then the approximate expression, 
linear in the temperature gradient and magnetiza­
tion, for the "spontaneous" NE field can be ob­
tained by two equivalent methods: 1) one can solve 
the approximate equation for the density matrix in 
the case when the temperature gradient is not equal 
to zero and then, having calculated the average 
value of the electron velocity at right angles to the 
temperature gradient, obtain the required NE field 
from the condition that the electric current density 
is zero; 2) one can use the solution of the equation 
referred to above obtained by Luttinger [sJ and 
Irkhin and Shavrov [a] for the special case when 
the electron system is acted upon by an electric 
field and a zero temperature gradient, and then 
calculate the energy flux at right angles to the 
electric current. Having thus found the transport 
coefficient representing the galvanomagnetic 
Ettingshausen effect (the heat flow at right angles 
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to the electric current and the magnetization), one 
can use the Onsager relationship 1l to find the 
corresponding coefficient for the thermomagnetic 
NE effect. Both methods give the same result. 

We have used the first method because it is 
simpler. 

Let the system considered consist of a fixed 
number of noninteracting electrons and let it have 
finite dimensions, with a uniform temperature 
gradient V'T = \7 Cl' T so that Xa aT /ox « T. Let 
us consider first the quasiclassical density of the 
distribution function for this system: 

PT = PL + f' = z-l exp {~ (x~) [£ (x~)- e,] N,} + f', (3a) 

where {J(xa) = 1/KT; ~ and T are, respectively, 
the chemical potential and the temperature which 
are functions of the coordinate xa; E z and N z are, 
respectively, the energy and number of electrons 
in the state z, characterized by the quasimomen­
tum k, number of the band n and spin N z = 0, 1 . 

We transform p L in Eq. (3a), representing 
T(xa) as a series T(xa) = T 0 + xaBT/Bxa + ... 
Then in the linear approximation with respect to 
the small parameter J = T()1 Xa aT I a X we obtain 

PT = z-l exp {~o [(so- e,) 

aT (a£ £0 e1 ) J } , +ax~ x~ \aT-~+ To N, + f' (3b) 

where {3 0 is independent of x a. 
Now, following the well-known general method,[9 ~ 

we define the density operator for the system con­
sidered by analogy with Eq. (3b) 

p~ =Z-1 {exp ~o [(soN -ll} + io + i]} = p: + /', (4a) 

where in the linear approximation with respect to 
the parameter J 

PL = Z2 exp Wo [(soN- H)+ Li0 ]} = p + f~, (4b) 

~o = V~T[a~laT- ~0 1TolxaN + (f(xa+ xJJ)I2T0l, (4c) 
~. 

{; = p ~ e-'-H~oe"H df.., (4d) 
0 

and Sp (p .6) = 0 . 
The Hamiltonian 

part of the Hamiltonian which describes the spin­
orbit interaction (cf. formulas (30) and (31) below). 
H' and H" are considered to be independent of 
the time of perturbation, N is the electron num­
ber operator, and :X a is the operator of the elec­
tron coordinate x a. It is easily shown that in the 
approximation considered here the density matrix 
PT satisfies the boundary conditions 
{J(x a) = K-1dS/dH = {3 0 + K Y'a T x a (where S is 
entropy). The operator H commutes with p but 
does not commute with PL since the matrix PL 
is not the equilibrium density matrix. 

Since the operator N commutes with H and .6 0 

there is an obvious equality 

(6a) 

Moreover, in the approximation linear with respect 
to the parameter J 

rfl- Lio. t'l = rfl, /'1. (6b) 

From the equation for the density operator PT, 
using Eqs. (4a) , (4b) , (6a) , and (6b) , we obtain in 
the same approximation an equation for f' 

i (aPLf at + at' I at) = rfl. 'PL + t'l = 1fl + ~o. P + !'I. 
(7a) 

We note that if the system considered is acted 
upon by an external electric field such that the 
~rders of magnitude of the quantities eE ax a and 
.6 0 are equal (cf. the formula (4c)), then in the 
same approximation the following equation is valid: 

where 

(5 ') 

Let this system be disturbed from equilibrium 
at t = -oo. For simplicity we shall assume that 
Et and (\7 a T)t are parallel to one another and 
vary with time so that Et = Eest and (\7 a T)t 
= \7 a Test . Then f 0 and f' can be represented 
in the form {0 = f 0est and f' =fest. The equa­
tion (7b) for the density matrix reduces then to the 
form 

is <fo + f) = [H 1 + H2 , p] + [H, fl. (8) 

(5) where in accordance with Eqs. (5') and (4c) 

where H0 p2/2m + U contains the periodic poten-
tial U with its constant part, H' is the nonperiodic 
(random) potential of the impurities, and H" is the 

l)t!:fros has pointed out to the present author that it is pos­
sible to calculate some other transport coefficients of ferro­
magnetic metals in a similar manner by means of the expres­
sion obtained earlier for the Hall coefficient. 

H1 =- [eE" + WT -a~laT) NVaTl .X,., 

fi 2 = \I aT (H Xcr. + XaH) I 2T 

(here and later we assume that n = 1). 

(9a) 

(9b) 

In the representation in which the Hamiltonian 
H0 + H" is diagonal we obtain from Eq. (8) t~e 
following equations for the matrix elements f : 
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- isf0ll' + (ez - Bz· - is) fw = Cw + 2} UwHz·z· -Hwf1•1,). 
z• 

(10) 

Here the indices Z combine the indices n and k 
(n is the number of the band and k is the quasi­
momentum); C zz' are the matrix elements of the 
commutator; 

t = cl + t2 = tr, .H11 + rP' • .H2J. (11) 

The matrix p and Eq. (10) include the small 
parameters H 1 zz 1 which makes it possible to ex­
pand C ll' into a series of powers of these para­
meters beginning from the zero-order term, and 
to solve successively the family of equations ob­
tained from Eq. (10). Below we shall denote the, 
order of the terms of expansion of the various 
quantities with respect to the parameter Hzz' by 
a superscript in parentheses. 

In solving Eq. (10) we shall follow the method 
described by Kohn and Luttinger, [11 ] who consid­
ered the case when Y'T = 0 . If, following this 
method, we leave first in Eq. (10) the terms of 
the first order and calculate the nondiagonal ma­
trix element f [iP and then substitute it into Eq. 
(10) with terms of the zero order, we find that for 
E z = E 1 1 and s - 0 this equation goes over the 
usual Boltzmann transport (kinetic) equation. In 
fact, using Eqs. (9) and (11), we find: 

<o> • [ ( 6 a(;) V T er V r] apr C1 = t eEa + r- ar a. - r a. aka.· (12) 

Substituting f{ 0 and c[0> into Eq. (10), assuming 
E z = E z' , rejecting the terms higher than the 
zeroth order and proceeding to the limit 
s = 0 , we obtain 

F~ apl v~ + 2n~ I H;l' [2 <'1 (el- el') ul-2)- tl;-2))=0 
ael l' 

(13) 

F~ = eEa.- ( 81
--; 6 + ~~) Va.T, (14) 

which is identical with the usual transport equation 
for the case of scattering of electrons on impuri­
ties. Thus our selection of the density operator 
leads, in the zeroth approximation with respect to 
Hiz~, to the same results as the quasiclassical 
theory. 

The average electron velocity v {3 in the direc­
tion at right angles to V' aT is 

v~, = ~ Uo1 + /1) v~, 
I 

- ~ l'l 
Vfl2 = L.J Uou• + fw) vfl , 

lcj=l' 
(15) 

where vy 1 = i [H, Xf3]ll 1 are the matrix elements 
of the velocity. 

The spin-orbit interaction does not give any 
first-approximation corrections to the energy E z 
and to I H[1 'j2 and therefore it does not affect 
v J and p z; consequently it does not alter f t2> 

calculated in solving Eq. (13). This means that vt2> = 0. Thus we cannot calculate the anomalous 
Hall and NE fields by means of the usual zeroth­
order transport equation. 

In calculating v {3 we restrict ourselves to cal­
culating the terms v~-1 > and v~0 >. Equation (10) 
differs essentially from the corresponding equa­
tion for the special case, when Y'T = 0, only in 
that it contains the commutator C2 which, as well 
as the operator x a, also includes the operator H . 
The commutator C1 differs from the commutator 
C , which occurs in the equation for the special 
case only by the factor in front of x a. Thus to 
obtain the equations for f j 1) and f ~O) and to cal- ' 
culate fW, from Eq. (10) we can use the known[6•1L 

expressions for C . In addition we must find the ex-
• ( )<o> ( )<1> (C )<1> d (C )<2> presswns for c2 ll' ' c2 l ' 2 ll' an 2 l . 

In the representation in which the Hamiltonian 
Ho + H" is diagonal the matrix elements of the 
operator x a are equal to 

(16) 

where J~Z' are the functions introduced in [12]: 

u· \ • a s Ja. = ~Wnk aka. Wn'kd Xa, (17) 

and Wnk are periodic functions of the coordinates 
which occur in the Bloch wave function 
lj! z = exp (ikaxa)Wnk· Using Eqs. (11), (9b), (16) 
and (4d), we obtain 

(C2)l?J = ~ iT;;1 vaT (pz- PI') (Bt + 81·) J~'' (\kk'· (18) 

In calculating C ll' we make t~e same assump­
tion as Luttingerl6] as regards H', from which, 
in particular, it follows that the matrix elements 
Hzz' vanish when k = k', i.e., 

H;1. <'\kk' = 0. (19) 

The matrix elements (C2) 1 and (C2) zz', like the 
matrix elements C z and C zz 1 in the case when 

. th t' f fH) d f(O) V'T = 0 , occur m e equa wns or z an z . 
in the form of sums of the following type in which 
the indices (n - k) =:::: 0 : 

(~2)~n) = lim (~2)(n); 
S->0 

[ 
(c ) (n 1) H' H' (C j<n-1) ] 

(~ 2)(n) = (C )(n) 1 ~ 2 It'- . ll' _ l'l 2 W 
L.J 2 l I L.J l.iJll'- IS l.iJI'l -IS 

I' 

[ 
(n 2) ' ' ' (n-2) H' ] ~ (C2)11:- Hl'l" H 1•1 Hw (C•)r'l' t'l • + L.i . . - - . -. + c.c., 

1,1• (ww - 1s) (w1, 1, - 1s) (ww 1s) (w1, 1 1s) (20) 
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here w ll' = E 1 - E z' 
Using Eq. (19) and substituting Eq. (18) into Eq. 

(20) we find (~ 2)< 1 > = 0. Hence it follows that nei­
ther the matrix elements C2 nor the elements C 1 

occur in the transport equation with first-order 
terms. Consequently in the case considered this 
equation has the same form as in the special case, 
when VT = 0 , with the difference that now in place 
of eEa it has everywhere F/y_ (cf. Eq. (14)). 

Separating out in the transport equation the 
second-order terms containing first-approximation 
corrections, linear in spin, due to the spin-orbit 
interaction, we obtain an equation for the correc­
tion to r;o> due to this interaction. In order to 
derive such an equation for the general case it is 
of course necessary to replace the matrix elements 
C zz' by (C 1) zz' in a similar equation for the spec­
ial case, when VT = 0 (cf. Eq. (11)), and to include 
in this equation the terms of the sum (~ 2) 0 <2> con­
taining the corrections due to the spin-orbit inter­
action referred to above. Moreover, it is neces­
sary to replace eEa with F J in the expressions 
for rtt) and r;o> which occur in this equation. 

The equation obtained in this way, like the 
corresponding equations for the special case when 
VT = 0 (cf. Eqs. (2.50), (2.47) and (2.6) in [sJ and 
Eq. (19) in [sJ), is quite complex. It may be sim­
plified by neglecting the terms containing the non­
diagonal matrix elements JlZ'okk'• i.e., the terms 
which are due to allowing for the interband tran­
sitions. The solution of such an approximate trans­
port equation for ftO) has the following form: 

tfO) = F~ (ep~)(O)' (21) 

where the quantity ( q;fx) <o> is identical with the 
multiplier of eEa in the special solution when 
VT = 0. 

Up to now we have considered the case when the 
electrons are scattered on impurities. However, 
we can show similarly that in the case when the 
electrons are scattered only on phonons the solu­
tion of the corresponding approximate transport 
equation for fz0> also leads to Eq. (21). Moreover, 
if we restrict ourselves to the case when the tern­
perature T is higher than the Debye temperature 
®n, we can obtain an expression for rt1 > when 
VT ;>< 0 with allowance for the scattering of elec­
trons on both phonons and impurities. 

The calculation of f ;-1 > in the general case 
when electrons are scattered on impurities and 
phonons and when VT ;>< 0 was carried out by the 
author of the present paper together with 
Abdurakhmanov. The following formula was then 
obtained for f t 1 > : 

f}- 1> = - iF~!!:!__ 2 _8! ~ ~ ( aJ~ - aJ~ ) k , (22) 
ae1 '~'01 3v 1 <p 1 ak~'- aka. ~'-

IJ-=13. y 

-1 -1 -1 h where Tz = Toz + T Pl; Toz and TpZ are t ere-
laxation times for the scattering of electrons on 
impurities and phonons respectively; EF, v and 
/ <pI are the Fermi energy, the number of scatter­
ing impurity centers per unit volume, and the 
average absolute value of the scattering impurity 
potential, respectively. 

We shall now derive formulas for vtt> and 
v~o> for the case when VT "'0. Substituting Eq. 
(22) in Eq._ (15) we find 

-(-1) · 8 F I apt' '~'t (aJ~ aJ~) l 
vi3 = l --=-~Fa -a--- aT- ail ki3 Vw (23) 

3v I <p I 1 81 '~'ot a 13 

From Eq. (23) it follows that in the general case 
vtt) is inversely proportional to the total electri­
cal resistance Po and not to the residual resistance. 

We shall calculate vp0> for the case when the 
electrons are scattered on phonons. The additional 
term in V~O) obtained on allowing for the scatter­
ing of electrons on impurities contains, like vJ-1) 

[cf. Eq. (23)], the multiplier Tz/T0z and is found to 
be one or two orders of magnitude smaller than 
the principal term when T > ®n . The formula 
for (tlo>VT=O in the case which is of interest to 
us was obtained by Irkhin and Shavrov [cf. Eq. (21) 
in [s]). Substituting into Eq. (21) the quantity <p& 
found from this formula 2>, we obtain 

f)0> = - iF~ J~ 8pz I aez. (24) 

Substituting ft0l and foz from Eq. (4c) 3> into Eq. 
(15), we find 

-v<o> = - ieE ,, apt Jz z 
Ill a. ..::::..J-a- a.V13 . 

l et 
(25) 

We must find now the "nondiagonal" part of 
vJ~> of the average velocity. Using Eq. (16) we ob­
tain the nondiagonal matrix elements of the velocity: 

(26) 

Since the matrix element rHV contains the multi­

plier HW, the quantity y-H> vanishes on the 
strength of Eq. (19). For the same reason the 
terms containing f ;;V vanish from the expression 
for vJg>. Consequently, we obtain for vf3~o> the 
following formula, which is similar to the formula 
in the case when VT = 0, but with the addition of 
a sum containing matrix elements of the commu­
tator c2 and the term with fou': 

(27) 

2lit should be remembered that in the work of Irkhin and 
Shavrov[•] the quantity e represents the absolute value of the 
electronic charge. 

3)The quantities f01 and fou'' are calculated by means of 
Feynman's theorem. 
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Substituting here c 1 , C2 and fou' and using 
Eqs. (11), (9), (14), and (19) we obtain 

( 
d-J~ "Jot/ ) -(o) o "' ll' I' I ll' 1'1 o , v 

Vfl2 = reEa k.J P1 (JOG la - J, J0 )= wEa. 2::pl (ik- (fk 
I, I' a (3 

o -.:1 iJp I I I I I = - reEa L.Jae (Jflva-la. V{l)· 
I l 

(28) 

Combining Eqs. (28) and (25), we find 

-(o) o "' iJ[, I I 1 
Vr> =- teEa. kl(]E lr, Va., 

I I 

(29) 

i.e. vJO) does not depend explicitly on the tern­
perature gradient (the expression for V~O) is the 
same as in the case when V'T = 0). 

Having determined JJ we can calculate the NE 
field at temperatures above the Debye temperature 
by means of Eqs. (23) and (29). 

2. INTRODUCTION OF A TERM DEPENDING ON 
THE AVERAGE MAGNETIC MOMENT OF 
ELECTRONS BOUND TO IONS INTO THE SPIN­
ORBIT INTERACTION OPERATOR 

An expression for Jp was obtained by Karplus 
and Luttinger[12J and by Irkhin and Shavrov.ls] 
However, they took into account only that part of 
the spin -orbit interaction energy which is related 
to the average magnetic moment of conduction 
electrons contributing to the spontaneous Hall 
effect. This is equivalent to the assumption that 
the localized electrons, i.e., those bound to ions, 
make no contribution to the average magnetic 
moment of ferromagnetic metals. Such an assump­
tion is known to be wrong for rare-earth metals, 
in which the principal contribution to Is comes 
from the f-shell electrons, and the correctness of 
the assumption is not obvious for the iron group 
metals. Consequently, in calculating Jh it is 
necessary to allow for the interaction of the spin 
of localized electrons, i.e., those bound to ions, 
with the conduction electron orbits.4> There are 
various ways of introducing terms describing this 
interaction into the operator H 11 ; in particular, 
one can use the semiclassical model, employed by 
Heisenberg [i 3] in introducing the spin-orbit inter-

4lThe division of electrons into localized and nonlocalized 
is arbitrary. All electrons of the outer shells participate to 
some extent in conduction in a metal but the average velocities 
in the direction of the electric field and the average magnetic 
moments of electrons belonging to different bands are different. 
In the one-electron theory this difference may be allowed for 
by a model which considers nonlocalized and "localized" 
electrons. Then the average charge and magnetic moment den· 
sities of the nonlocalized electron are higher near lattice ions. 

action operator for a system of two electrons, or 
one can employ the more rigorous method proposed 
in the work of Gaunt and Oppenheimer.[U] 

The energy H~ of a dipole with moment Me , 
momentum p and coordinates x, y, z in an elec­
tric field with a potential V(x, y, z), produced, for 
example, by fixed identical point charges q, is 
known to be 

H; = (mct1 [VV pi Me=- (2tn2c2t 1 [VU pi M,/llB• 

where U = eV is the potential electric energy 
which an electron would have when superimposed 
on a dipole. If we place identical magnetic dipoles 
with moments Mi at the points occupied by the 
identical charges q producing the electric field 
with potential V, the total energy of the dipoles 
H j' in the magnetic field produced by a particle 
with a charge - q', momentum p and coordinates 
x, y, and z, is given by 

H;: =- (mct1 [VV' pi M1 = (2m2c2t 1 [VU p] ao M)!lB. 

where U = eV is the potential electric energy 
which an electron would have at the site occupied 
by a particle a0 = q' /q. 

Thus, the energy of a classical electron with a 
magnetic moment Me moving in a lattice of ions 
with magnetic moments Mi and charges I e I /a0 

localized near the centers of the ions, is given by 

Introducing into the above formula the momen­
tum operator in place of p and adjusting the num­
erical multiplier so that for Mi = 0 the operator 
H 11 is identical with the spin -orbit interaction op­
erator for one electron, we obtain the required 
expression for H 11 with terms allowing for the 
interaction of the spins of the electrons bound to 
ions with the conduction electron orbits, i.e., 

fl" =- (4m2c2t 1 [VU p] (M,- ao Mi)/!lB· (31) 

We have assumed above that the densities of the 
magnetic moment and charge of the localized elec­
trons are concentrated at the nuclei. This assump­
tion is approximately true only for rare-earth 
metal ions. In the case of transition metals the 
densities of the magnetic moment and charge are 
smeared out and therefore the formula for H11 

should be written thus: 

H" =- (4m2c2t 1 {[VUopJ M,- [VUit)l M;}. (31') 

where 

\ pdQ' 
Uo = e J I R-R' I ' (C) 

p and p. are, respectively, the charge and magnetic 
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moment densities of the bound electrons and nuclei. 
Using this more general formula and carrying 

out calculations similar to those of Irkhin and 
Shavrov[BJ and Karplus and Luttinger, [t2J we ob­
tain the following expression for J h : 

J~ __ inp~ [kAM] 13 
" (32) 

3m2c2ft B m* w~n' 

where 

11M = Me- Ci M;, Ci = p~ /Pi:::::::: Cio, (D) 

p;,= 4~ ~w~k(V2 UJwnkd3xa (j=O,l). (33) 

From Eq. (32) it is clear that the sign of iJh and 
consequently the sign of v{3 and the signs of the 
coefficients Rs and Qs depend on the sign of 
.6My, i.e., on the mutual orientation and magni­
tudes of Me and Mi . 

3. CALCULATION OF THE ENs COMPONENT OF 
THE NERNST-ETTINGSHAUSEN FIELD 

The field EN for the isothermal Nernst­
Ettingshausen effect is 

(£N)!3 = -noe"vN!3P• (34) 

where vN{3 represents the value of vp obtained 
for zero density of the electric current ja; p is 
the electrical resistivity; n0 is the number of 
carriers. To calculate vN{3 it is necessary to 
determine the intensity of the field (EN) a from 
the condition that the current density along the 
a-axis is zero and to substitute the values of F~ 
corresponding to this field intensity into Eqs. (23) 
and (29). 

We shall use for (EN)a an expression obtained 
in the effective-mass approximation, i.e. 

n n2x2T ( 1) (EN)"-=- 3oielep r+2 flVa.T; (35) 

(36) 

where TF is the value of the relaxation time Tz 
when E z = EF; < TF/m * > is the average value of 
TF/m* over all the conduction bands and r is a 
positive or negative parameter depending on the 
nature of the scattering processes. For the quad­
ratic dispersion law the value of r is found from 
the relationship Tz = T0E{-t/2, where To is inde­
pendent of E z· For the case of strong degeneracy 
in metals at temperatures at which the electrical 
resistance is mainly due to scattering on phonons, 
r = 2. It is clear from Eq. (35) that for n-type 
conduction, when f1 > 0, (EN) 0 is directed against 
the temperature gradient but for p-type conduction, 

when f1 < 0, it is directed along that gradient. 
We shall select the coordinate axes so that the 

x-axis is directed opposite to the temperature 
gradient and the z -axis lies along the magnetiza­
tion. Then, using Eqs. (35), (14), (23), (29), and 
(34), after integrating with respect to k, summing 
over n, and rejecting terms containing KT /EF in 
the third degree or higher, we obtain 

(ENs)u = E}:;;ll + E<;J~ = 4:rt/5 (a + ~p) T ~~, (37) 

where 

a = 2ano (r + 112) (I - f f ) p 
3v I q, I 1 2 res , 

(38) 

(39) 

a (40) 

('t F p~jm* > <P~/m* > 
f2~ f3= (41) 

('t F P~/1 m*l> ' <p~/ 1m* I> 

and p~ is determined from Eq. (32). 
From Eqs. (37) -( 41) and (2) it follows that the 

NE coefficient Qs , corresponding to the NE field 
component considered here, is related to T and the 
electrical resistivity p by a simple relationship: 

Qs = -(a + ~p) T. (42) 

In the case where the carriers are of one type 
only, f1f2 = f1f3 = 1 and it follows from Eqs. (38), 
(39) and ( 42) that 

(43) 

From Eqs. (43) and (40) it follows that Qs < 0 
for .6Mz > 0, when the nonlocalized electrons 
make the principal contribution to the spontaneous 
magnetization (because r > - 1/2 in metals). The 
same equations lead to the conclusion that Qs > 0 
for .6Mz < 0 . As shown below, this contradicts 
the conclusions which may be made from the ex­
perimental data for iron, nickel, cobalt, and their 
alloys. Hence it follows that for these metals and 
alloys. it is not permissible to restrict oneself to 
one type of carriers in the calculation of the NE 
effect. 

From Eqs. (38), (40), and (41) it is clear that in 
metals the sign of a is the same as l:.Mz (because 
f1f2 is always smaller than unity and r r:::o 2 > -1/2). 
Thus, from the experimental data on the sign of a 
we can tell whether localized or nonlocalized elec­
trons make the main contribution to the spontaneous 
magnetization. 

From the work of Ivanova [sJ, the present author 
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and Vasil' eva [15 ] on the temperature dependence 
of Qs for iron, and nickel and their alloys, it is 
evident that Eq. (42) describes well the dependence 
of Qs on T and that a = 0 for iron and nickel. 
Thus, from the theoretical formulas (38), (40), 
and (41) and from the experimental data it is clear 
that the spontaneous magnetization of iron and 
nickel is mainly due to the magnetic moments of 
nonlocalized electrons. 

The parameter a can easily be related to the 
Hall coefficient Rs . It follows from Eqs. (29), 
(32), (40) and (41) that the spontaneous Hall field 5 l 

is 

(ENs)y = - n0e p (vu)vr=o = - ano I e If 3 p Ex 4n Is· ( 44) 

Comparing Eqs. (44) and (1) we find 

R.p-2 = - ano I e If 3· (45) 

For the special case Mi = 0 Eq. (45) gives the 
formula for Rs deduced by Irkhin and Shavrov.[sJ 
Using Eqs. (39)-(41) and (45) we can estimate the 
order of magnitude of the quantity {3 by substituting 
into these equations the values of RsP -2 known 
from experiment. Comparison of the values of f3 
calculated in this way with the observed ones shows 
that the theory proposed here gives the correct 
order of magnitude for the Nernst-Ettingshausen 
field. 

The author is deeply grateful to M. I. Kaganov 
for useful discussions. 

S)The Hall field component related to v$ 1) is small; this 
may be explained by the smallness of the quantity f,. On the 
other hand, as shown above, the NE field component related to vr> is by no means small [cf. Eqs. (38) and (39)]. 
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