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A representation of an invariant phase volume for N particles is obtained in the form of a 
single contour integral. The phase volume is expanded in infinite series, depending on the 
relationship between the masses of particles and the total energy of the system. A simple 
formula is obtained by the saddle-point method. 

IN the study of the decay and multiple production 
of particles, it becomes necessary to calculate the 
invariant phase volume ~N for particles with arbi­
trary masses ( M, m 1, ••. , m N): 

+oo N N 

QN (M, m1 , •.. , mN) = ~ 6<4>( Q-2] PJ IT Ej1d3pi, 
-oo i~l i~I (1) 

where N is the number of particles at the end of 
the reaction, Pj = ( Ej, Pj) is the four-momentum 
of the j-th particle with mass ffij, Q is the total 
four-momentum of the system, and M = -IQ2 is 
the mass of the system or decaying particle. 

In many papers, the expression discussed dif­
fers from (1) ( nonrelativistic phase volume ) : 

+oo N N 

ffiN = ~ 6<4{ Q-2] Pi) li d3Pi· (2) 
-(X) i=l i=l 

Fermi [t] advanced the idea that when the num­
ber of particles N is increased, the factor wN 
determines the entire character of the multiple 
production process. In later papers, the tensor 
WN was replaced by the scalar ~N• which coin­
cides with WN in the nonrelativistic limit. In the 
present paper we calculate ~N in detail, although 
the method is applicable to WN· 

The value of WN was calculated in [t] for sev­
eral particular cases without account of the three­
momentum conservation law. Lepore and Stuart [2] 
reduced the phase volume to a double integral, with 
account of the momentum conservation law, and 
calculated the first term of the expansion in the 
extremely relativistic and nonrelativistic cases. 
This double integral was estimated by Fialho [3] 

by the saddle-point method and by Rozental' and 
Maksimenko [4] by series expansion of the inte­
rand. In the present paper, the double integral that 
represents the phase volume, is reduced to a single 
integral [formula (8)]. The latter is calculated 
both by series expansion of the integrand, in a 

form different from that given in [4J, for the rel­
ativistic case (13) and for the nonrelativistic case 
(11), as well as by the saddle-point method (22). 
We note that the formulas obtained are much sim­
pler than those in [3• 4]. 

The phase volume ~N can be readily reduced 
by the method detailed in [2•4] to the four-dimen­
sional integral 

+::<> N 

QN = (2:n:t4 ~ exp (i Qx) d4 x IT 2:n:2 imp(-1 HF> (xmi), (3) 
-oo i~1 

where K = ..fX2 = -J t2 - r2 . The integrand depends 
on K in a rather complicated form, but has a clear 
and simple dependence on ( Qx), so that the four­
dimensional integral (3) reduces to a one-dimen­
sional one. Let us prove that 

+oo 4 2 (' 

~ d4 xf (x) exp (iQx) = i~ ,) z2 f (z) J1(Mz) dz, 
-(X) c 

(4) 

if f( z) - 0 when z - ioo. The contour C begins 
at - oo , circuits the origin from below, and goes 
to + oo; J 1 ( Mz) is the first-order Bessel function. 

We shall calculate (4) in a coordinate system in 
which Q has only one component Q0 = M: 

+oc +:x> 
~ d4 xf (x) exp (i Qx) = 2:n: ~ r2dr ~ dtf (x) exp (iMt). 

-oc -oo Ct (5) 

The integral with respect to the variable t must 
be considered in the complex plane along the con­
tour C1 (Fig. 1, continuous line). Since f( ioo) = 0, 
the contour C1 can be deformed into C (dashed 
line). We replace the integration variable t by ~ 

using the formula t = -J r2 + ~2 . The contour C 
goes over into L (Fig. 2). The contour L begins 
at - oo on the first sheet of the Riemann surface 
of the root -J r2 + ~2 and goes to the point A (con­
tinuous line). At the point A it rises to the second 
sheet (dash -dot line ) and goes to + oo , then to - oo 
along an arc of radius R ---.. oo , continuing to B 
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where it again drops to the first sheet. The inte­
gral is transformed to the form 

+oo 
\ r 2dr \ f m d~ exp (iM Y~2 + r 2). __ •t t lf ~' + r2 

(6) 

If we change the order of summation, then the in­
tegral with respect to r reduces to the Bessel 
function J 1 ( M~) [7]. 

According to (4), the relativistic phase volume 
can be written in terms of a one-dimensional con­
tour integral in the form 

(7) 

where Jlj = illj /M. 
The contour 81 in Fig. 3 is shown by the dashed 

line. If we replace J 1 by the half sum of H~ 1 > and 
Hf>, then QN is expressed in the form 

N 
(2rrhQ')N \ dz (1) J1 (2) 

QN = 8n'iQ• J N-2 H 1 ,(z) . !li H 1 (Zf1j), 
s z i=1 

(8) 

and the contour S (solid line) is shown in Fig. 3. 

FIG. 3 

The integral (8) cannot be expressed in its gen­
eral form in terms of known tabulated functions, 
so that we must expand in a series. Depending on 
the relation between the particle masses and the 
total energy of the system, let us consider the fol­
lowing cases: nonrelativistic, when mj > M -~m 
for all particles; relativistic, when m j « M - ~m 
also for all particles; and mixed, when some par­
ticles satisfy the relativistic conditions and others 
the nonrelativistic conditions. 

We start with the nonrelativistic case. We de­
form the contour S into SR (circle of radius R) 
and then let R tend to infinity. On SR we have 
I z I = R » 1 and we can therefore use the expan­
sion of the functions HP> and HF> for large ab­
solute values of the argument 

Hi1l(z) = "JI1 exp ( iz - 3:i) ~ c (m) (2iz)-m, 
m=O 

Hi2l(z) = y~exp (- iz + 3:i) ~ c (m) (- 2iz)-m, (9) 
m=o 

where 

r (m + 3/2) r (m- 112) 

c (m) = r (312) r (- 1/2) r (1 + m) • 

As a result of the integration we obtain for the 
phase volume QN an expansion in the form 

N 

QN = (2n)3(N-1)/2 Q2N-4 (} _ 2_] f1 \3N-5)/2([IY~) 
i=l 

oc ) m ) m ) .m ~ c (mo xo 'c (m1 Xt ' ... c (mN xNN 

X ,f:0 r ((3N- 3)/2+mo+ mt + ... + mN) ' 

where 

(10) 

1- ~f.t 
Xo = --2-, 

~f.t-1 
Xk=~, fiVfi" = Vf1t. .. flN· 

It is obvious that the series (10) diverges when 
xk < -1. 

It is easy to note that c(m0 ) ••• c(mN) 
::::; r(( 3N- 3 )/2 + m 0 + ..• + mN ), and therefore 
the multidimensional series (10) is majored by 
the series 

oc 

2.] x:;'' ... x'NN 
m=O 

Consequently, the region of convergence of the 
series (10) is the hypercube -1 < xk < 0. This 
condition means that the mass of the k-th particle 
exceeds the kinetic energy of the system, i.e., the 
particle is nonrelativistic. However, it may turn 
out that some or all the quantities Xk < - 1. In 
this case the series (10) with respect to these vari­
ables can be continued analytically, if one uses the 
properties of the hypergeometric functions and the 
relation 

F(-lf2 , 3!2, (3N -3)/2 + m0 + ... mk-l +mk+t + ... mN, xk) 

f ((3N- 3) f2+mo+ ... +mk_1 +mk+1+ ... +mN) 

(11) 

Direct continuation of the hypergeometric funbtions 
is quite cumbersome, so that we choose a different 
path. 

In the relativistic case, i.e., when xk < -1, we 
use the expansion of HF> ( z ) in the vicinity of the 
point z = 0. This expansion is more complicated: 
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H(2) 2 _ 2i [ l ~ ~ (iz/2)2+2" J 1 ( ) - JIZ + =O an f (n -j- 1) f (n -j- 2) ' 

We substitute formula (12) in (8) and integrate: 
k 

N oc k II fl7+2"if-l (1 + nj) r-l (2 + nj) 

--Q-'--N--:-;--c- _ ~ p N ~ a _,l_·=--'-1---=-------=c--
2JI (nQ2)N-z - k~o k n=O an1 ... ank f (N- k- ~ n) f (N- 1 -k- ~ n} ' 

where Pr is an operator which makes up all possible products of k factors among p,1, •••• llN· 

Let us examine the behavior of some of the terms. The term of the series with k = 1 has a 
finite number of members: 
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(12) 

(13) 

oc N-2 
"'1;1 a f1H2" "'1;1 2 In f1 -j- tjJ (N -1- n) -j- tjJ (N- 2- n)- tjJ (1 + n)- tjJ (2 -j- n) H 2n 

LJ an r (n-j- 1) r (n-j-2) r (N -1-n) f(N-2-n) = Ll r (1 + n) r (~ + n) r (N -1-n) r (N -2-n) !.1. 
n=o n=O 

and therefore the phase volume of N particles, of which only one has a mass, is expressed in final 
form as 

Q (M O) = 2J't ( Q2)N-z [ 1- [12N-z + N;;:;,.a 21n f1 + tjJ (N- 1- n) + tjJ (N- 2- n)- tjJ (1 + n)- tjJ (2 + n) z+2n J 
N 'm, J't f(N)f(N-1) Ll f(1+n)f(2-j-n)l'(N-1-n)f(N-2-n) !.1. ' 

1!=0 

(14) 

The next term ( k = 2 ) is much more complicated. 

"'; az f112+2n,f122+2n, 

2J an1an2 I' (1 +nl)f(~+nl)l'(1+n,)C(~-j-n,)l'(N -~-nl-nz)l' (N-3-nl-nz) 
(15) 

n1,n2=0 

We sum the series (15) only for N = 2 and 3. This 
result is obtained from an examination of the phase 
volume for two particles with mass and ( N = 2) 
without mass. In fact, the phase volume QN( M, m 1, 

m 2, 0) is I 

QN (M, m1, m2, 0) 

= ~ d4,q ~ ()(4) ( Q- q- ~p) fld~p ~ {)(4l(q- P1-P2) 
3 3 

With the aid of this procedure we can obtain the 
more general relation 

Qn+k (-,;-Q2, m1, · .. , mk, !.1.1 · · · !.l.k) 

= ~ d4qQk CV q2, !.1.1• . · · , !.l.k) QnCV ( Q-q)2, m1 · · · mn). 

In the coordinate system where the vector Q has 
one component, we can take relatively simply the 
integral over all the angle variables. The latter 
integration with respect to q2 will be of the type 

~ dq2 { [q2 - (m1 + m2)2l lq2 - (m1-m2)2lf'[ R1 (q)Vl-q~ 

+ R2 (q) In 1 + f~], 

where R1 ( q) and ~( q) are rational-fraction ex­
pressions in q. The term with R1 reduces to el­
liptic functions, while the one with R2 is not ex­
pressed in terms of any known functions. For 
example, the phase volumes Q4 ( M, m 1, m 2, 0) and 
Q 5 have the form 

1 

Q4 (M, m1, mz, 0) =4n3M4~dq2JI(q2- a2) (q2 - b2) 
a 

1 --

=2Jt4M6 ~ dq2JI(q2 -a2> (q2-b2> [ (7q·-~~y1-q2 

a 

-(I+ q2) In 1 + ~f=li"], 

where 

Let us proceed to the mixed case, when there 



1028 V. A. KOLKUNOV 

are H nonrelativistic particles and P relativistic 
particles. In the integral (8), the functions Hj2>(zJ..t) 
of the nonrelativistic particles will be expanded 
like (9), those of the relativistic particles will be 
expanded like (12) and we integrate: 

c(m0)x:J'o ... c(mH)x 'J;H 
X 

f(N-2 +<H+1)J2+P+ ~m-2k-2~n) 

k yl+ni 

X l~ r (1 +nil r (2 + ni) 

where 

Xo= ( 1-~fl) 12, Xk = (~[l-1) f2flk• 

Yk = [[tkl2 ( 1-±[1) r 
H 
I; denotes summation over the nonrelativistic 
particles only. 

Formulas (10) and (13) for the phase volume 
work quite well only when certain relations exist 
between the particle masses and the total energy. 
It is natural to attempt to find a formula which is 
valid over the entire mass interval. If we examine 
the behavior of the integrand z 2-N Hf1)(z) ITJ..tHi2) (J..tz) 
= F( z ), then we can readily establish that it has 
one saddle point in the lower half plane of z. In­
deed, in the vicinity of the zero F is proportional 
to z 1- 2N, while at infinity it is proportional to 
exp [ iz ( 1 - ~ J..t )] • The saddle point z 0 is deter­
mined from the equation F' ( z 0 ) = 0. Its exact 
solution cannot be found, but an approximate one 
can. To this end we write the integrand as a prod­
uct of rapidly and slowly varying factors 

F (z) = z-PR(z) exp(iaz), (16) 

where a = 1 - ~ J..t, p is a certain positive number 
of order N, R( z) a smooth function of z, and 
therefore we neglect R' ( z ) (see the appendix). 
From the equation 

F' . P R' . ( iR') p F = w- z + R = ta 1 - r:tR - z = O 

we obtain z 0 ~ z 1 = p/ia. We now expand R ( z) 
in the integral 

~ F (z) dz = ~ e1'1.Zz-P R (z) dz 
c c 

in the vicinity of the point z1: R( z) ~ R( z 1 ) 

(17) 

+ (z -z1 ) R'(z1). The integral of these two terms 
is then easy to calculate: 

1 2ni (irtjP-1zf [ iR' (z1) J 
.\ F (z) dz = r (P) exp (irtz1) F (z1) I + rzR (z1) + ... 
c 

(18) 

For r ( p) we can use the stirling expansion, since 
p "' N » 1 (see the appendix). This introduces 
into the result an error of the order %2 p, which, as 
will be shown below, is smaller than in other ap­
proximations. Consequently, confining ourselves 
only to the first term in the square brackets, ex­
pression (18) can be rewritten in the form 

\ F (z) dz = V2np F (z1). 
v (t 

(19) 
c 

We now establish the interval of variation of p. 
If all J..t - 0, then (8) is proportional to the follow­
ing integral: 

~ z2-2N Hi1 > (z) dz = J z1- 2N exp (iz) dz, 

i.e., the maximum value of p is 2N- 1. The min­
imum value can be determined from the condition 
when ~ J..t - 1. Expanding the Hankel function in 
integral (8) in accordance with formulas (9), we 
obtain the lower bound for p, which is equal to 
( 3N- 3)/2. 

To determine p for arbitrary J..t we use the 
linear interpolation 

p (ft) = (3N - 3 + P)l2. (20) 

Starting from (19), we can readily obtain an approx­
imate formula for the phase volume 

Q = (2n•iQ•)N V 2np Hill (zl) II!1Hl2) (JJ.zl) (21) 
N 8Jt2iQ4 rt N-2 

zl 

The functions Hf2>(J..tz 1 ) = Hf2>(pJ..t/ia) are simply 
expressed in terms of the tabulated values of the 
functions K1: 

Hi2>(~~) =-! K1 (P~). 

We represent the function Hf0 ( z1) approximately 
in terms of I1(p/a ). Substituting in (21), we obtain 

N 

QN=4(4nQ2al p)N-2 / 1 (pI a) a-1 J.l2jtp fJ [l;K1 ( P:;). 
J=l (22) 

Recognizing that p/a » 1, we can expand I1(p/a) 
with accuracy "'a/p: 

N 

QN = 4 (4nQ2a I Pt-2a-'/, exp (pI a) !J [l;K1 ( P:;) . (22') 
J=l 

When pJ..t/a- 0 and PJ..tla - oo formula (22) goes 
over into (10) and (13), respectively. Figure 4 
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FIG. 4 

shows the behavior of the exact formula Q5( Mm, 0) 
(14) (curve 2) and the approximate formula (22) 
(curve 1). The deviation of curve 1 from 2 in the 
region of small JJ. is due to the small number of 
particles in the phase volume. 

To conclude the paper we make a few remarks 
concerning the calculation of the quantity wN 
First, wN is not a scalar function of Q and m, 
but is a tensor of rank N, since d3p is the zeroth 
component of the four-vector dual to P. In the 
coordinate system where Q has only one compo­
nent, this tensor also has only one. But it is easy 
to see that the scalar function 

N 

cpN = ~&(4) (Q - 'l:.P) p dapiEjl (PiQ) Q-2 
]=1 

is exactly proportional to this component. The 
calculation of <PN is analogous to that of QN· The 
difference will be quite insignificant; for example, 
in place of (5) we obtain 

I d"p PQ . 2:n:"m" (Qx) a Hi2) (mx) 
J £Q2exp (-tpx) =- Q•x• am --m-. 

The integral over d~ can again be reduced to (4) 
by differentiating with respect to Q. The remain­
ing calculations are similar to those developed 
above. 

The author is deeply grateful to L. B. Okun' 
and I. Yu. Kobzarev for discussions and to G. I. 
Kopylov for the valuable hint that the integral (8) 
can be calculated by the saddle-point method. 

APPENDIX 

In the derivation of (22) we assumed that the 
function R( z ) varies little in the vicinity of the 
saddle point. It is easy to see from (17) that this 
condition leads to the inequality 

IR'IaR\ < 1, (A.1) 

the correctness of which we now desire to prove. 
Let us take the logarithmic derivatives of the right 
and left halves of (16): 

F' 2- N dIn Hl1> (z) a In Hl2> (ftz) 
7 = -z- + dz + ~fl af.lz 

. P R' 
= tct--z+R.· (A.2) 

We consider the expression (A.2) at the point z 1 

= p/ia. Using the expansion of Hfi>< z) and HF>< z) 
for I z I > 1 and I z I < 1, we simplify (A.2): 

R' ~ 3- 3N- P + 2p + 2i_ (~ -1 _ 1) 
R ~ 2z 8z2 L..l f1 · (A.3) 

If we choose p equal to ( 3N- 3 + P )/2, then it 
follows from (A.3) that 
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