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The causal properties of relativistic field theory operators, including the clothing condition, 
are studied. It is proved that no satisfactory relativistic field theory including the clothing 
condition and the weakened local commutativity condition can be constructed. 

THE difficulties of the Hamiltonian method have 
led to the development of an axiomatic approach, 
in which the theory is based on several general 
physical requirements. At the present time there 
is only one trivial example of a field satisfying 
the field-theoretical axioms of Lorentz invariance, 
spectralit:y, and local commutativity; this is the 
free field. The question of the existence of the 
non-trivial example remains moot. 

A new approach to the study of the field-theory 
axioms was pointed out in [1- 3]. Additional limi
tations imposed on field theory lead to a sufficient 
criterion for the equivalence of this theory to the 
theory of the free field. In [5] the author estab
lished a sufficient criterion for the equivalence of 
a theory with field operators that obey the clothing 
condition. [3, 7•8] A similar result was obtained by 
Federbush and Johnson [G] for a theory with canon
ical commutation relations. 

In the present note we generalize the author's 
results [5] and also the results of Federbush and 
Johnson, [G] and establish a stronger equivalence 
criterion for the theory with the clothing condition. 
An important factor is in this case the admission 
of the commutativity condition in a certain arbi
trary region of three-dimensional x-space. The 
criterion obtained answers in the negative the 
question whether a satisfactory relativistic field 
theory with the clothing condition and with the 
commutativity condition in a certain arbitrary 
region of x-space is possible. An attempt to 
answer this question was also made by Braun 
and Novozhilov. [9] 

We use for our proof the analytic properties of 
the vacuum expectations of field-operator prod
ucts. [2, 10•11] It turns out that although the relaxed 
commutativity condition does not lead to all the 
properties of the vacuum expectations which fol
low from the local commutativity condition, never
theless the commutativity condition is sufficient to 

prove the theorem with conditions that are formu
lated below. 

We consider a relativistic field theory de
scribed by a Hermitian operator A(x). The fol
lowing conditions are assumed: 

1) there exists a representation of the inhomo
geneous Lorentz group U ( L) in a specified Hil
bert space, relative to which the field operators 
satisfy the relation U( L) A(x) u-1( L) =A( Lx); 

2) there exists a unique normalized vacuum 
state w0 and the spectrum of the energy momen
tum operator is positive; 

3) the clothing condition is satisfied: 

A (x) '¥0 = Ain (x) '¥0 , (1) 

where the operator Ain(x) is defined as fol-
lows: [12-14] 

Nn (x) = A (x) + ~ tl.R (x- x') j (x') dx', (2) 

j (x) = (rJ- m2) A(.\). (3) 

It follows from the definition (2) that the oper
ator Ain(x) satisfies the Klein-Gordon equation 

(4) 

The following theorem holds true: 
A relativistic field theory satisfying conditions 

1)-3) and the relaxed commutativity condition [12] 

[A (x0 ,x), A (x0',x')] = 0, x0 = x0 ', x =f= x', (x -x') ED, 
(5a) 

where D is a certain open domain* in three
dimensional x-space, is equivalent to the free 
field theory. 

In addition, we assume that the relaxed com
mutativity condition admits of the condition t 

*A domain in three dimensional space is defined here as a 
a set of points with nonzero measure. 

t A detailed investigation of the causality condition is 
given by F&'nberg ~· l. 
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[A(x 0 ,x),j(x0 ', x')]=O, x0 =x0', x=f=x', (x-x')ED. 
(5b) 

Let us prove the theorem. Wightman [10] has 
shown that any relativistic field theory which con
tains conditions (1) and (2) is completely deter
mined by specifying an infinite series of vacuum 
expectations of the field operator product. Two 
relativistic field theories are considered equiva
lent if all the vacuum expectations of the product 
of the field operators of one theory coincide with 
the corresponding vacuum expectations of the 
second field theory. Consequently it is sufficient 
for our purpose to demonstrate the equality 

('¥0 , A (xl) A (x2) ••• A (xn) '¥0 ) 

(6) 

in all x-space and for all positive integers n. 
Let us set up with the aid of (2) the expression 

('¥0, A (xl) A (x2) ... A (xn) '¥0) 

= ('¥0 , Nn (xi) Nn (x2) ... A'" (xn) '¥0) + l;, (7) 

where ~ denotes all the remaining terms. The 
vacuum expectations contained in ~ depend only 
on the operators Ain(x) and j(x). Vacuum ex
pectations in which the current operator j ( x) is 
in the n-th place vanish by virtue of (1). By re
peated application of (2), the remaining vacuum 
expectations can be expressed in terms of the 
vacuum expectations that depend only on the op
erators A(x) and j(x). To investigate such 
vacuum expectations we can already use the re
laxed condition of local commutativity. 

Let us prove that all these vaeuum expectations 
vanish in all x-space. Analogous arguments have 
been developed in detail in [5] • Let us consider 
one of these vacuum expectations, for example 

f (x1, ... , X;, ... , Xn) 

= ('l'o, A (x1) A (x~) . .. A(xi-1) i (x;) A(x,+1l· .. A(xn) 'l'o) 

= (Ox;- m2 ) ('¥ 0 , A (x1) ... A (xi-!) A {x;) A 

X (Xi+ I) ... A (A-n) '¥ o) 

(8) 

By virtue of the translational invariance, the func
tion F ( x1, ... , x n) depends only on the differences 
x1-x2, ••• ,xi -xi+1, ... ,Xn_ 1-xn. Let us denote 
the Fourier transform of F (x1 -x2, ••• , Xn_ 1 -xn) 
by G(p1•····Pn-1), i.e., 

F (x1- X2, ... , Xn-1- Xn)/= ~ exp{- i :~:- (xk- Xk+1) Pk} 

X G (Pb ... , Pn-1)dp1 .. . dpn-1· (9) 

By virtue of assumption 2), the function G (p1, ... , 
Pn- 1) vanishes if the condition p~ ~ 0, p~ ~ 0 is 

not fulfilled for at least one of the Pk· It follows 
from this property of G (p1, ... , Pn- 1) that the 
function F (x1 -x2, ••• , nn_ 1 -xn) admits of ana
lytic continuation in tubular region T 1 of the com
plex variables Zk = Xk-Xk+ 1-i7]k; 

- oo < x~- x~+1 < oo, YJ~ > 0, r]~ > 0 
(k =~I, 2, ... , n- I; It= 0, I, 2, 3). (10) 

Hall and Wightman [2] have shown that the func
tion F ( z 1, ••• , Zn _1) defined by the equality 

F ( z~ , ... , z~-1l 
n-1 

= \ exp {- i ~ Z~Pk} G (p1 , ... , Pn-1) dp1 ••• dpn-b 
• k=1 

(11) 

is analytic in the expanded tubular domain TJ. and 
invariant relative to the complex proper Lorentz 
group L+ (C). The region of the complex varia
bles zJ., ... , zfn_1, which contains all the points 
zk_ = Zk, ZkET1, AEL+( C), is called the expanded 
tubular region TJ.. 

The function F (x1-x2, ••• ,xn_1-xn) is the 
limiting value of the function F ( zJ., ... , zfJ._1 ), de
fined by Eq. (11) under the condition that the limit
ing transition from zk. to Xk- Xk+1 is made in the 
domain (Im zk_) 2 > 0, (Im z~) > 0. 

Jost [H] has shown that the domain TJ. contains 
also real points Xk- Xk+1, defined by the following 
condition: the vector 

n-1 n-1 

~ 'Ak (xk - xk+1), L Ak = I' 'Ak > 0 
k=1 k=1 

should be space-like. This domain will be denoted 
by 

n-1 

I = {x1- x2, ... 'Xn-1- Xn'l [ ~· 'Ak (Xk - Xk+1) r < 0, 
k=l 

n-1 

k~t 'Ak = I, 'Ak ;;:>0}. 

The points from this domain will be called Jost 
points. By virtue of assumption 1), we have 

F (xl - x2, ... ' Xn-I-Xn) 

where L+ is the proper real Lorentz group. 

(12) 

(13) 

By virtue of the commutativity condition (5a), 
the equality 

F (x1 - X2, ... , Xn-I - Xn) 

- F' (x1 - x 2 , ••• , Xi-1 - X;+Io X;+t 

-X;, Xi- Xi+2• ... , Xn-1- Xn) 

= ('¥ 0 , A (x]) ... A (xi-!) !A (x;), A (x;+1) 1 

X A (x/+2) ... A (xn) '¥0) = 0 (14) 

holds true in the domain 
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S = {x1- X2, ... , Xn-1- Xn I x7 

Using relation (13), we find that equality (14) 
holds true in a broader domain 

(15) 

s' = {x1 - X2, .•.• Xn-1 - Xn I (Xi ·- X;+1) ED'}, (16) 

where the four-dimensional domain D' is obtained 
from the three-dimensional domain D by applying 
the proper real Lorentz group L+ to the vectors 
Xi -xi+lED. From the definition of the domain D 
we see that it is located inside the cone (x· - x· )2 1 1+1 
< 0 and the condition (~ -xi+1 )2 > 0 is satisfied 
for the vectors Xi and xi+1 from this domain. 
After carrying out the transformations A E L on + 
the vectors from D, we obtain the domain D', 
which is characterized by the fact that the vectors 
from this domain will satisfy the inequality 
(Xi -Xi+1) 2 - (x~-xt 1 ) 2 > 0. For example, let 
the domain D have the form 0 <a < I xi -xi+1 1 <b. 
Then the domain D' will be characterized by the 
inequality 

a2 < (x;- X;+J)2- (x~- x7+I)2 < b2. 

It is obviously located inside the cone. 
Let us show that domains I and s' contain a 

certain general 4(n -1 )-dimensional domain M1. 
In the domain D' we can always separate a do
main Di which contains all the vectors satisfying 
the following condition: the difference xi:' -xi:' . 1 1+1 
has only one stgn for each JJ. ( JJ. == 1, 2, 3 ) . In other 
words, we require that the corresponding spatial 
components of the vectors xi -xi+1ED1 lie on one 
side of zero on the corresponding axis. The do
main of all vectors from D', the spatial compo
nents of which have signs opposite those of the 
corresponding components of the vectors from 
D!, will be denoted by D£. It is obvious that D' 
== D1 U D£. 

We note that if certain two space-like vectors 
~1 and ~ 2 have the same signs in ~JJ. (JJ. == 1, 2, 3) 
as the corresponding components of the vectors 
Xi -xi+1 ED!, then the sum ~ 1 + ~ 2 is also a space
like vector. Indeed, by virtue of the inequalities 
~~2 - ~i < 0 and ~~2 - ~~ < 0, and by virtue of the 
property that for each value of JJ. the components 
~~ and ~~ have the same sign, we have the in-

equality ~ ~.$ ~ - ~ 1 • ~ 2 < 0. This means that ( ~ 1 + ~ 2 )2 

< 0. An analogous statement holds true also for the 
domain D2. 

Let us show that the domain 

s~ = {X1- X2, ... , Xn-1 - Xn I (x; - X;+J) ED~}, 

which is contained. in s', is also contained in I 

provided the vectors x1 - x2, ••• , xn_1- xn are 
space-like and their spatial components have the 
same signs as the corresponding components of 
the vectors from domain D1. The set of such vec
tors from s! forms a 4(n -1 )-dimensional set 
M1, which satisfies all the requirements under 
which the domain I is defined. Indeed, the vector 
n-1 
L) A.k ( Xk - Xk + 1 ) , by virtue of the remark made 
k==1 n-1 
above, will be space-like for all A.k ~ 0, L) A.k == 1. 

k==1 
The domain s' and the Jost domain for the func

tion F' (x1- x2, ••• , Xn_1- Xn) 

I' = {xi - .¥2, •.. , Xn-1·- Xn I [A,~ (x1 - x2) 

... + A,~ (x;+t- x1) 

n-1 

· · · + A,~-1 (Xn-1- Xn)J2 < 0, ~ A,~= 1} 
k'-1 

(17) 

also contain a certain common 4(n -1 )-dimen
sional domain M2• Indeed, in this case, as in the 
preceding one we can show that the domain 

S~ = {x1 - X2, ...• Xn-1 - Xn I (xi-H -X;) E D2}. 

contained in s', is also contained in I' provided 
the vectors x1- x2, ••• , x1- Xn, x2 - x3, ••• , Xn_1 
- Xn are space-like and their spatial components 
have signs that coincide with those of the corre
sponding components of the vectors from the 
domain D2. 

The equality (14) means that the values of the 
functions F (z1, ... , zn_ 1) and F'(z1, ... , -zi, 
... , Zn-t) coincide in the doman s'. We have 
shown the domain s' contains a domain M1 in 
which the function F ( z1, ... , Zn-1) is analytic and 
single valued, and a domain M2 which is the ana
lyticity and uniqueness domain of the function 
F'(z1, ... ,zn-1>· By virtue of (14), our functions 
coincide in the domain M2• This means that the 
function F ( z1, ... , Zn_1) is likewise analytic in 
the domain M2• Consequently, the function 
F ( z1, ... , Zn-t) is analytic in the region M1 UM2• 

Thus, the domain M1 U M2 lies inside the inter
section of the analyticity domains of the functions 
F(z1, ... ,zn_1) and F'(z1, •.• ,zn_1 ), (seethe 
appendix), the values of which coincide within 
this domain. This means [16•17] that F (z1, ... , 
Zn-1) and F' (z1, ... , Zn_1) are one and the same 
analytic function.* 

It is seen from our reasoning that the condition 

*This conclusion can also be obtained with the help of the 
"edge of the wedge" theorem.L18 • 19] 
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(5a) can be used to extend the region of analyticity 
of the function F (z1, ••• , Zn-t>· 

For our purpose it is necessary to extend our 
conclusions to include a more general case. Let 
us show that the equality 

F (x1 - X2, ... , Xn-1 - Xn) 

-<J) (XI - X2, ... , Xi-1- X;-t1• Xi-t1 

- Xi-t2• ... , Xn-1- Xn, Xn - Xi) 

= ('¥0 , A (x1) •.. A (xi) ... A (xn) 'l'o) 

- ('¥0, A (x1) ... A (xH) A (Xi+t) 

... A (xn) A (xi) '¥0) = 0 (18) 

takes place in a certain 4(n -1 )-dimensional do
main located inside the intersection of the analy
ticity regions of the functions 

F (z1, ... , Zn-1) and <D (21, ... , Zt-1 

+zi, ... , Zi +- ... + Zn-1). 

Performing n- i steps similar to those used to 
derive (14) and (16) with the aid of condition (5a), 
we arrive at the conclusion that Eq. (18) holds in 
the domain 

S' ={xi- x2, ... 'Xn-1- Xn I (Xt- Xx) ED', 

a = i + 1, ... , n}. (19) 

From the definition of the domain D' it follows 
that the vectors (Xi - xa ) E D' are located inside 
the corresponding cones (xi -xa)2 < 0. Obviously, 
the domain S' contains a subdomain 

M = { x1- X2, ••• ' Xn-1- Xn I (x;- Xx) (·D', 

( _ ·)2< 0 fl. (=1,2, ... n;) 
Af< X1 , • 

ex ~~i -[-l, ... nJ (20) 

It follows from the condition (5a) that weak local 
commutativity takes place on the set of spatially 
separated vectors x, x2, ••• , Xn (see the appendix). 
Consequently, weak local commutativity takes 
place also on M. Then, by virtue of Dyson's theo
rem, [20•21 ] the functions 

F (z1 , ... , Zn~d and <D (zl> ... , Zt~ 1 

+ Z; , ••• , Zi + ... + <'n-1) 

represent the same analytic function. Thus, the 
functions 

are the limiting values of the same analytic func
tion. 

Let us consider another function F ( x1 - x2, ••• , 

Xn_1 -xn) and 

f'(xi - X2, ••• , Xn-1 - Xn) 

= ('!' o. A ( xl) ... A (Xi~•) A (Xi-til ... A (xn) j (x,) 'I' 0). 

(21) 

By virtue of the commutativity condition (5b), 
the equality 

f (XI - X2, ... , Xn -1 - Xn) 

- f' (x1 - X2, ... , Xn - Xi) = 0 (22) 

is satisfied in the domain S'. Repeating the argu
ments given above, we arrive at the conclusion 
that (22) is satisfied in a certain 4(n -1 )-dimen
sional domain, which is contained in the intersec
tion of the analyticity domains of the functions 
f (z1, ••• , Zi-1 ) and f'(z1, ... , Zi-1 + Zi, ... , Zi + ... 
+ Zn_1). These functions are analytic continuations 
of the functions f ( x1 - x2, ••• , Xn _1 - Xn) and 
f' ( x1 - x2, ••• , Xn- xi) respectively into the tubular 
region. In addition, from the conclusions drawn it 
follows that the functions f' ( z1, ... , Zn_1) and 
f' ( z1, ••• , Zi + ... + zi_1 ) are the same function, 
~(z1, • • • ,Zn-1). 

By virtue of the clothing condition (1), the func
tion f'(x1-x2, ••• ,xi -xi)= 0 in all x-space. It 
follows therefore that its analytic continuation 
~(z1 , ... , Zn_1) = 0 in all z-space. This in turn 
signifies that all the boundary values of the func
tion f ( z1, ••• , Zn-1 ) are also equal to zero. Con
sequently, f(x1-x2, ••• ,xn_1-xn) = 0 in all x
space. 

Analogous arguments apply to each term in 1:. 
This completes the proof of the theorem. 

In conclusion, I am grateful to V. Ya. Fa'lnberg 
for a discussion and valuable remarks and to V. I. 
Kolomytsev and D. Ya. Petrina for discussions. 

APPENDIX 

We examine the connection between the relaxed 
local commutativity condition (5) and the weak local 
commutativity (WLC). * 

We say that WLC holds on a set of real 4-vec
tors ~ 1 , ••• , ~n- 1 if the following condition is sat
isfied on this set 

F (1;1, ... , sn-d ~ F (- .~n -1• ... , -~I), 

~i = Xj- Xj-t1· (A.1) 

We shall show that conditions 1), 2), and (5) imply 
WLC on all real spatially separated points x1, •.• , 

xn, i.e., on points satisfying the conditions and 
(xk-Xj) 2 <0; k;ej, k,j=1,2, ... ,n. 

The function F ( ~ 1 , ... , ~n- 1 ), by virtue of as-

*This question arose in a discussion with V. Ya. Famberg. 
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sumptions 1) and 2), admits of an analytic continu
ation F ( z1, ... , zi-t) into the tubular region T. 
In accordance with the Hall-Wightman theorem 
F ( z1, ... , Zn-t) is a function of the scalar prod
ucts Zk • Zj ( k, j = 1, 2, ... , n ), analytic on the 
complex manifold ~ described by the scalar 
products Zk • zj, as the vectors z1, ... , Zn-t vary 
in the tubular region T. Hall and Wightman have 
also shown that F ( ~ 1 •... , ~i-t) is an analytic 
function of the variables Zkj = ~k • ~j in a certain 
subset of the set of space-like vectors ~j (j = 1, 2, 
... , n -1 ). In addition, the function F ( ~ 1 , ... , 
~n-t) is uniquely defined on the manifold Zkj 
= ~k • ~j for the spatially separated vectors x1, x2, 
... , Xn. We denote the set of all the spatially sep
arated vectors x1, x2, ... , Xn by 11. 

We have already shown that the equality 

F (~1• ... , ~n-1l = F' (sl> ... , sH + £,, 
- ~,, £,+ ~;,,j, .... , sn-d (A.2) 

is satisfied in the domain s' = { ~ 1 •••• , ~n-d ~i ED'} 
where the 4-dimensional domain D' is contained in 
the cone ~I< 0. We denote by N the set of vectors 
satisfying the definition of the domain 11 and the 
condition ~it D'. Since the function F' ( ~ 1, ••• , - ~ i, 
. . . , ~n-t) is also analytic and single-valued in 11, 

we arrive at the conclusion that the functions 

F(~t·····~n-1) and F'(~t·····-~i·····~n-1) 
have a common domain, in which they are analytic 
and single-valued, and in this domain the equality 
(A.2) is satisfied. 

It is known [17] that such functions are analytic 
continuations of one another. In other words, if 
R and R' denote the regularity domains of the 
functions F ( ... , Zi • Zj •... ) and F' ( ... , Zi • Zj, ... ) 
then our conclusion signifies that there exists one 
and only one function <I> ( ••• , Zi • z j, ... ) analytic in 
the domain R U R' and coinciding with F ( ... , Zi 
•Zj, ... ) inthedomain R andwith F'( ... ,Zi•Zj, 
. . . ) in the domain R'. 

On the other hand, F (z1, ... , Zn-t) and F'(z1, 
... , Zn-t ), as functions of 4-vectors, are regular 
in the expanded tubular domains T1 and T2. Con
sequently, by virtue of commutativity condition (5), 
the analyticity domain of F ( z1, ••• , zn-t) will be 
T1 U T2. Continuing this process, we find that by 
virtue of condition (5) the function F (z1, ••• , Zn-t) 
is analytic within the holomorphy envelope 
m 
. U TJ!, where m is the number of commutations 
J=1 
of the indices 1, 2, ... , and n. 

By virtue of Ruelle's theorem, [22] the holo
morphy envelope encloses all the real spatially 
separated points x1, ••• , Xn· Consequently, in our 

case Dyson's theorem holds true: [20] "If weak 
local commutativity takes place for all spatially 
separated points, then the function F ( ~ 1 , ... , 
~n-t) is analytic on the same points, and vice 
versa." This means that WLC follows from the 
commutativity condition (5). 

The Jost theorem [l1] states that for the CPT 
invariance of the function F ( ~ 1 •... , ~n-t) it is 
necessary and sufficient for WLC to hold at least 
on one point in T1. The conditions of this theorem 
are fulfilled. Consequently, condition (5) leads 
also to the CPT invariance of the theory. 
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