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The relativistic perturbation series for a Coulomb field is summed. The relativistic pertur­
bation series is represented in the form of a new series each term of which can be expressed 
linearly through an infinite nonrelativistic series. An integral equation defining the terms of 
this series is determined. All infrared divergences are collected together in a phase factor. 

1. INTRODUCTION 

THE absence of an analytical formula for the "in­
coming" ("outgoing")t> wave function of a charged 
relativistic particle in the Coulomb field necessi­
tates the use of various approximate expressions 
for this function whenever calculations are made. 
The first type of approximation consists in using 
only a finite number of terms in the expansion of 
the wave function in terms of states with given an­
gular momentum and parity. Calculations of this 
type are called "exact" (see, for example, refer­
ence 1). If the series converges, this method al­
lows us, in principle, to achieve any degree of ac­
curacy if a sufficient number of terms is included. 
However, such calculations involve an enormous 
amount of numerical work and have, therefore, 
been carried out only for very few particular cases. 

A second method makes use of the Born ap­
proximation, i.e., it is based on perturbation 
theory. 2•3 Since the convergence properties of 
the Born series are not known and, furthermore, 
each term of the series contains infrared diverg­
ences connected with the long range of the Cou­
lomb field, there is notoriously little trust in the 
perturbation-theoretical approach. As a conse­
quence, the limit of applicability of perturbation 
theory is extremely low ( aZE/p « 1 ), which re­
stricts the use of this method to the uninteresting 
region of small Z. 

The third method makes use of the Furry­
Sommerfeld-Maue (FSM) function, which has a 
convenient analytic form. 4 However, this function 
must in general be regarded as containing only 
the first two terms (the zeroth and the first) of 
the expansion of the exact function in powers of a Z. 

It is shown in the present paper that the summa-

•>we shall use the term "outgoing" ("incoming") for func­
tions which have the asymptotic form of the sum of a plane 
wave and a diverging (converging) wave. 

tion of the nonrelativistic perturbation series leads 
to the known expression for the nonrelativistic 
wave function. All infrared divergences are col­
lected together in a phase factor and, therefore, 
do not affect the physical processes. Further­
more, it turns out that the relativistic perturba­
tion series can be represented in the form of a 
series in powers of aZ, each term of which is 
expressed linearly through the infinite nonrelativ­
istic series, and hence through a known function 
(see the remarks above). No further infrared di­
vergences appear aside from those collected to­
gether in a phase factor in the nonrelativistic 
series. Thus all infrared divergences are sepa­
rated out in the form of this phase factor also in 
the case of the complete relativistic wave func­
tion. The resulting expansion remains valid for 
small momenta, in contrast to the Born expansion. 

2. SUMMATION OF THE PERTURBATION 
SERIES IN THE NONRELATIVISTIC CASE 

In order to cope with the infrared divergences, 
one usually considers first a potential of the form 
eze-A.r /r and then lets A. go to zero. 2 The Schrod­
inger equation for the "outgoing" wave function of 
a charged particle in this potential field has the 
following form in momentum space ( li = c = 1): 

q:>o {p, f) = l3 (Qrp) + 2£~ f2 ~ . \ 2 
1 cpo (p, s) d3s; 

- p - IB J Qfs + ')..2 

~ = aZ/2:rt2 , a = e2 = 1/137, Qfs = f-s, (1) 

where Z is the charge of the nucleus ( Z > 0 for 
attraction), and E and p are the energy and mo­
mentum of the particle. 2> 

•)This equation cooresponds to the ordinary Schrodinger 
equation for E = m; however, in the following we shall regard 
E as the relativistic energy of the particle: E2 = p2 + m2 • We 
note that p is the momentum of the particle in the usual sense 
only in the asymptotic region, where the field vanishes, be­
cause E is the total energy of the particle. 
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Using the method of successive approximations, 
we can write (1) in the form of a series in powers 
of 2Ej3: 

00 

cpo (p, f) = 0 (Qfp) + ~ (2£~)"cp~(p, f), (2) 
n=1 

Then (2a) can be written in the form 

(4) 

where 

p2A~ = (p2 - PL1Yk) (1 - Yk) 

+ (Ak-1 + i'lv) 2 Yk + ie (1 - y"), 

(2a) or 

Starting with the first term, we apply successively 
the following relation to (2a) (see reference 5, Ap­
pendix A): 

(' tJ.3s 

~ (q~,- a2) (s2- p' -- ~~.) (q~" + 1.") 

1 1 
(' dx (' 1 a tJ.3s 2. (' dx 1 

=,fA ~2 aAq-:'c-'x ___ A_' q~"+"' = n t; A q1,,x -(A+iA,)2' 

+a2 x + ie (1- x), rx= rx, (3) 

A~= (1 - y1y2 .. ·Yk)2 - 'f12Y1y2 .. . y,_ 

+ (2il]A1 - 'f)2)y2ya .. . y,. 

+ (2i'f)A,__1- 'fi 2)Yk + ie (1 - Yk), 

l] = Alp. 

Introducing the new variables 

x,_ = 1 - y1y2 ... y", 

we obtain 

1 1 1 

n ( f) = (n2i)n \ dx1 C dx2 (' dxn F (f ) 
cpo p, p ~ (1 - x1) A1 J (1 - x2) A2 · · · ~ (1 - xn) A, ' p; x, ' 

0 X1 Xn-1 

The following relation will be important for the 
subsequent discussion: 

(6) 

Let us now introduce a quantity a such that 

(7) 

We split up all integrals in (5) into a part with xk 
<a and a part with xk >a and neglect a as com­
pared to unity and TJ as compared to a, according 
to (7). We then obtain 

(8) 

1 

(' dx1 B 
= ~ (1- Xr) xl k-1(x1), 

a 

(Sa) 

B () F() 1 a 1-x 
0 X = X = - 2n2 ae (qfp + px) 2 - (I pI X+ ie)" 

(8b) 

a a 
A = (' dx1 \ dx2 

k ~ A1 ) A, .. 
0 x, 

The function B 0(x) goes over into o (q:rp) for 
x, €- 0. 

(5) 

(8c) 

(8d) 

In (8b) we have replaced (px)2 + ie: by (px+ie: )2, 

which allowed us to include the zero order term (2) 
[corresponding to the case when x is exactly zero 
in (Sb)] in (8) without changing the rules for by­
passing the poles. 

Expression (8) agrees with the n-th term of the 
product of two series. We can therefore write (2) 
in the form 

00 00 

cpo(p, f) = 2,; a"- Bk ~ o:mAm 
k=O m=O 

= B (a, p, f, a)A (a, T), a), (9) 

00 

B (a, p, f, a) = ~ akBk, (9a) 
k=O 
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00 

A (a, l'J, a)= 2; am Am. (9b) 
m=o 

Here a = 7T2i2E,B/p = ie2ZE/p = i~. 
It is easy to find an analytic expression for the 

function (9a); By integrating (Sa) by parts, start­
ing with the last term, and using F. ( 1) = 0, we find 

1 

Bk= -fr~(In 1 ~x-lna/dF(x), k=0,1, ... (10) 
a 

Thus we obtain for (9a) 

1 

B (a, p, f, a)=-~ exp [a (In 1 ~x -Ina)] dF (x) 
a 

1 

=-a-ex~ xcx(1-x)-cxdf (x). (11) 
a 

Integrating (11) by parts and using the fact that 
a 

a~ xcx.-1 (1 - x)-cx- 1 F (x)dx = F (O)a"', 
0 

with an accuracy up to terms of order a, we find 
1 

B (a, p, f, a) = a-ex a~ xcx-1 (1- x)-a-' F(x)dx (12) 
0 

Let us now consider (9b). We change the vari­
ables in (Sc) to zk = xk + Ak, taking into account 
(Sd). Considering the fact that (6) implies 

we obtain ( y = i7J) 
2a 2a 

therefore find for (9b) 

A (a, l'J, a)= ~ ~; ( Jnk ~) ~ ambm =a"' exp (a In ~n b (a), 
k=O m=O (15) 

co 

b (a) = .2; ambm. (15a) 
m=O 

In Appendix A we shall make an estimate of the 
radius of convergence of (15a) and show that it is 
at least larger than unity. Substituting (15) and 
(12) in (9), we obtain finally 

qJo(p, f) = e"~/2 isb(is) 
1 

x ~xn:.-1(1-x)-ii;-If (x)dxexp {isln (2plf..)}. (16) 
0 

In going over to coordinate space, 

(17) 

we have 

'ljlo(p, r) = e"~/2 is b( is) 

1 

x ~ x'~-1 (1- x)-i~ei<pr-pr)x dx e1P' exp(is In (2p/f..)). (1S) 
0 

The known expression for the "outgoing" non­
relativistic function of a charged particle in the 
Coulomb field has the form 

'ljl0 (p, r) = Ne1Pr1F1(is, 1; ip), p = pr - pr, (19a) 

N = e"~2 f ( 1 - is) (19b) \ dzk ~ dz ' - = - An-1 (z + y). 
• z" z or 

zk-1 +Y Y (13) 

As in the case of expression (Sa), we integrate by 
parts, starting with the last term, and use the re­
lation I zk I ~ I y 1. We then obtain for (13) (see 
Appendix A) 3 > 

A - b 1 I k 2a + b 1 I k-2 2a 
k - 0 kf n r 2 (k- 2)! n r 

b 1 lk-n2a -tb + ··· + n (k-n)! n t +··· - "' (14a) 

(14c) 

We note that (14a) represents the general term 
of the product of two series, in anaiogy to (S). We 

•>we note that, if we set equal to zero all A. in (2a) except 
the first, the result will be convergent and Ak = (k!)-1 lnk 
(2a/y), i.e., this leads to a violation of the normalization of 
the wave function. 

1 

'ljlo (p, r) = e""</2 is r (1 ~ i£) ~ xn;-I ( 1 - x)-i~ e'<pr-Pr)x dxe'Pr. 
0 (19c) 

Since the functions (1S) and (19c) satisfy the 
same equation and boundary conditions and have 
the same normalization (the incident wave has 
unit amplitude), it follows that b ( i~ ) must differ 
from 1/r ( 1 + i~) only by a phase factor within 
its radius of convergence. Comparing the first 
few terms of the expansions of b (i~) [formula 
(14c)] and of 1/r( 1 + i~) (reference 6), we obtain 

b (is) = e-'<c 1 r ( 1 + is), (2,0) 

where C is the Euler constant. Thus the series 
(2) differs from the function (19a) by the phase 
factor 

M' = exp {is In (2p 1 f..)} exp {- isC}. 

However, if we agree to regard the normalization 
factor (19b) as defined only by its modulus, we 
can leave out the phase factor in (20). Then the 
difference between (1S) and (19c) is given by the 
infrared phase factor 
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M = exp {i£ In (2p I A.)}. (21) 

By analytic continuation of (20) into the region 
in which convergence is guaranteed, we find that 
the radius of convergence of b ( i~ ) is infinite, 
since the right-hand side of (20) has no poles. 
For an estimate of the radius of convergence of 
(9a), we write (12) in coordinate space [see for­
mula (18)] and replace the oscillatory exponent 
by unity, assuming r = 0. Then we obtain 

1 

a(' x"-1 (I - x)-" dx = ar {a) r (1 - a) = ~. (22) 
,\ f(1) SinJtct 
0 

The right-hand side of this expression has its first 
pole at a = 1. It follows from this that the radius 
of convergence of (9a) is equal to unity. Thus the 
over-all radius of convergence of (2) is also equal 
to unity. 

The perturbation series (2) for the Coulomb 
field is a majorant for potentials with shorter 
range than the Coulomb potential. For example, 
it is easily seen that the modulus of the general 
term (2a) decreases as A increases. Since the 
series (9a), (9b), and hence (2) are absolutely 
convergent for small but finite A, it can be as­
serted that the perturbation series for the Yukawa 
potential has a radius of convergence which is not 
smaller than unity. 

It is easy to verify that the replacement of iE 
by - iE converts the "outgoing" function into the 
"incoming" one. Indeed, since the series is con­
vergent, it follows from (2a) that 

IPo (p, f) = GJo (- p, - f); (jl~ (p, f; ia) = qJ0 (p, f; - ia). 

(23) 
Taking the complex conjugate of both sides of (17) 
and using (23), we easily obtain the well-known 
relation 

(23a) 

In this way we have obtained the result that the 
perturbation series for the "incoming" and "out­
going" wave functions of a nonrelativistic charged 
particle in the Coulomb field converges for ~ 

= aZE/p s 1 and diverges for ~ > 1. It follows, 
in particular, that the series diverges for arbi­
trarily small values of Z if p = 0. 

The limit of unity for the radius of converg­
ence is due only to a single term in (19c), namely, 
the function r ( 1 - i~ ) in the normalization factor' 
which has a pole for i~ = 1. All the other factors 
in (19c) have an infinite radius of convergence. If 
we use a finite number of terms of the perturba­
tion series (2), but separate out the expansion of 
the normalization factor (19b) and replace it by 

its exact value, we can therefore extend the radius 
of convergence of the remaining expansion to val­
ues which are not limited by the condition ~ :S 1. 

Furthermore, it is easily seen from (19a) that 
the expansion in terms of ~ contains only the nor­
malization factor (19b) [in (18) also the phase 
factor]. The expansion of the confluent hypergeo­
metric function has the form 

co 

F (i£; 1; ip) = 1 + i£ ~ k _\! (ip)k 
k=1 

co 

+ ... + (i£t ~ Ck(ip)"+ ... , 
k=n 

i.e., each ~n stands together with a factor pn+k 
k :::: 0. Hence the expansion is really in terms of 
aZ, where each term has a finite value and is 
proportional to ( aZ )n for arbitrary values of 
the momentum. It follows that the wave function 
can be obtained with an accuracy up to terms of 
order ( aZ )n, independently of the momentum, 
in the following way: take n successive Born ap­
proximations, leave out the expansion of the phase 
and normalization factors and multiply by the 
exact value of the normalization factor (19b). 

3. DISCUSSION OF THE RELATIVISTIC PER­
TURBATION THEORY 

This section is a direct continuation and gener­
alization of the discussion presented in an earlier 
paper of the author. 5 We write the Dirac equation 
for the "outgoing" wave in momentum space: 

(ip + m)u (p) = 0, 

fo = E, 

Let us set 

{= r· f + y4{4, 

(24a) 

qJ(p, f)== {qJo(p, f) +<P (p, f)}u(p). (25) 

Using (1), (24a) and the identity (q = a • q) 

qfp 1 1 3 _ 1 ~ _ 
~ f2 _ p" _ ie .l q2 + ')..,2 (jl0 (p,s) d s- ZE qfp cp0 (p,f) = qJI(p, f), 

fs (26) 

we substitute (25) in (24) and obtain the following 
equation4>for ~ (p, f): 

•lin obtaining (26) we have used q, 8(q)=O; thus the expan­
sion of cp1 in powers of ~ begins with g. We note that our dis­
cussion is valid for any static potential, where the function 
Cflo + cp1 will be the analogue of the FSM function. 
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f m- if \ 14 ll> ( ) d3 ll> (p, f) = cpi(p, ) + ~ f2- p2 - ie J 2 + '}..,2 p, S s. 
qfs (27) 

1 ~ -
cp2(p,f)= t• 2 • {2p·J+qrpJ}, -p -18 

(29) 

Writing (27) in the form of a series in powers 
of aZ, we have 

J ( f) = _1_ ....!_ (' qsp <i>o (p, s) das 
p, 2p~ 2n2 J 2 + '}..,2 ' qfs 

l=r:~.·J, (29a) 

cp (p, f) = {cpo(p, f) + aZcp1(p, f) 

+ (aZ) 2ql2 (p, f) + ... }u (p), 

The vector (29a) lies in the plane (p, f), be­
cause of the relation J(p,f) = -J(-p, -f) [see 

(28) formula (23)]. Hence we can write 

where cp 0 (p, f) is defined by (1) and 

1 ~ 

(j)1 (p, f) = 2p~ qfp cp0 (p, f), £ = 
cr.ZE 

p 
(28a) 

( f) 1 (m-if)r4 i <Pt(p,s) d3s (28b) 
(j)2 p, = 2:n:• f2- p2 - ie J qls + ')..,• ' 

( f) = J_ (m- if) 14 \' <i>n-1 (p, s) da5 • (28c) 
(j!n p, :!n• f2- p•- ie J q]s + ')..,• 

The series (28) can also be obtained directly 
from the expansion of (24) in powers of ~. For 
this purpose we must expand the numerators in 
each term of the resulting series, using the iden­
tity 

h 

II (m-iS,)r4=(2£)k 
n=l 

+ ~ (2£)k-n (m -ls1)r4 ... (m - iSn-1h4 q snP· 

n=l 

We must then collect all terms with the same 
matrix structure of the numerator and different 
powers of 2E. Then (24) appears in the form of 
the series (28), where cp 0 (p, f) is given by the 
series (2). The first three terms of (28) were ob­
tained by this method in reference 5. According 
to the discussion of the paper just mentioned 
(see footnote 3), the terms of the series (28), 
where cp 0 is replaced by the series (2), will not 
contain any additional infrared divergences be­
sides those contained in cp 0 [this also follows 
directly from the convergence of the integrals 
(28c) for A.- 0]. Since all terms in (28) are lin­
early expressed in terms of cp 0, all infrared di­
vergences can be separated out of the complete 
function (25) in the form of the phase factor (21). 
It can also easily be shown that cp 0 and cp 1 give a 
finite contribution for p- 0. Let us assume that 
the same holds also for <Pn-i· Replacing f by pf1 
and s by ps1 (A., e:- 0) in (28c), we see that <Pn 
"' 1/p3 and hence <fJnd3f = <PnP3d3f1 is finite. Thus 
the expapsion (28) is valid even for p- 0. 

The integrals appearing in (28b, c) can be trans­
formed to a simpler form. Let us consider, for 
example, the function (28b), the first correction 
to the FSM function. Following reference 5, we 
can write (28b) in the form 

J (p, f) = GQfp + bp. 

Substituting (29b) in (29), we obtain 

p2+T/J 
cp2 (p, f) = a + b f2 _ p2 _ ie 

(29b) 

(30) 

A representation for the functions a and b is 
given in Appendix B. It has the form 

(31) 

where N is given by (19b). Formula (31) can be 
reduced to a single quadrature; however, the ex­
pression quoted above is more convenient for the 
calculation of matrix elements. 

Both integrals (31) can be evaluated by retaining 
only the zeroth order term in the expansion in pow­
ers of a Z. However, in this case it is simpler to 
use (29a) directly. Indeed, the zeroth order term 
of (31) is obtained by substituting the series (2) in 
(29a) and discarding all terms except the first non­
vanishing term. In this way we find 

(' qspd"s 
Jo(P, f) = .l (q~s + '}..,2) (s2- p•- ie) (q~P + '}..,2) • (29') 

The integral (29') has been computed in anum­
ber of papers. Using the results of Gavrila,3 we 
obtainS> 

:rt2P { pq . fp · f + P+ if. . q2 } 
a 0 =--u- n pq + TP 1 In _ f + P +if. + 1 In t•-(p+it.)• , 

:n2q {. fq . f + p + if. pq . q2 } 
b0 = U n -\- Tci 1 In _ f + P +if. + pq 1 In t• _ (p + it.)• , 

t'l.=f2p2 -(fp)2 , q=f-p. (31') 

Expression (29a') represents the zeroth order 
term in the expansion of (29a) in powers of aZ. In 
accordance with what has been said in Sec. 1, we 
must simply multiply (29') by the normalization 
factor (19b) in order to take account of all terms 
of the expansion of (29') in terms of the parameter 
~ = aZE/p. We note that in reference 5 an expres­
sion for (29) is given which is equivalent to (30) 

s)The expressions (30), (31') were obtained in a somewhat 
different manner by Johnson and Mullin. 7 



1042 V. G. GORSHKOV 

and (31), but which is more convenient for the 
calculations. 

Analogous expressions can also be obtained 
for the higher-order terms in the expansion (28). 
These involve a correspondingly larger number 
of quadratures. They are more compact than the 
corresponding terms in the Born approximation, 
do not contain infrared divergences, and remain 
valid for small energies. 

The functions (28), with cp 0 given by its exact 
value (16), can be combined with the higher Born 
approximations in carrying out calculations. One 
must only see to it that the phase factors (or their 
expansions) are identical for all terms. 

In order to exclude the infrared divergences in 
calculations employing a Born series for the wave 
function, we must reorder this series into the 
series (28) and then multiply each term of the re­
sulting series (28) by the complex conjugate of the 
phase factor (21) up to the power to whwn i;he ex­
pansion in the corresponding term is carried out. 
When both expansions a"~"e multiplied out, the di­
vergences must cancel out. This recipe can eas­
ily be tested on the example of formulas (10) and 
(12) in reference 5. 

The author expresses his gratitude to L. A. Sliv 
and B. A. Volchok for useful comments. 

APPENDIX A 

Let 
k 

Ak (x) = ~ ~ bk-m (x) lnm ~ , m. x 
A0 = 1; (A.1) 

m=O 

2a 

bn+dX) =X~ ~z {~O <-;/)11n'(I + nbn-t(z+r)-bn(z)}, 

(A.2) 

We show that (13) leads to the same expressions 
for Ak+i and bk+i· We have 

X 

With the help of the identity 

ln[2aj(z+r)l = ln(2ajz)-ln(l j-y/z), 

we obtain 
2a k m 

Ak+l (x) = I !!!__ L} "1 ___!__ 
.\ z 4..J n! 
x m=O n=O 

(A.3) 

x Inn 3['- . [ \-,;; ~:~; lnm-n (I + +) J bk--m (z + y). 

Changing the order of summation and replacing 
m -n by Z, we find 

k-n 
X "\;1 (-1)1 1 '(l , r' dz 4..J --~,- n ., -) bk-n--1 (z +- r)-. 

1=0 . • z z 

Noting that 

dbn+l (z) 

(A.4) 

=- ~{~0(~/)/ [1n1 (1-!- ~)]bn_t(z I y)-bn(z)}, 

(A.5) 

we can write (A.4) in the form 
2a k 

A ( ) ~ '\1 1 n 2a 
k-t-1 X =- .LJ 1ln - ·dbk-n+1 (z) n. z 

x n=O 

:!a h 
(' "\;1 1 2a dz 

-) ..;Jbk-n (z)· nT Inn z z. 
..: n=o 

(A.6) 

Integrating the first term in (A.6) by parts, we ob­
tain expressions which coincide with (A.1) and 
(A.2) for k- k + 1. Making the transformation of 
variables y/z = y in (A.2), we obtain (14b). 

We show now that I bk+1(x)J < xk and bk < 1, 
i.e., that the radius of convergence of (15a) is 
larger than unity. These inequalities are satis­
fied by b1 and b2• Assume that they are fulfilled 
for bk. Using the inequality 

(n !)-1 lnn (I+ y) <Inn (l + y) < yn, 

we obtain from (14b) 
< k X 

I bk+l (x) 1 < ~ d: ~ ynyk-n = ~ dy kyk-1 = xk. 
o n=o o 

Thus the inequality is fulfilled for all k. 

APPENDIX B 

Using the representation of the hypergeometric 
function in the form of a contour integral, 4· we 
obtain 

where B = px. Substituting (B.1) in (29a) and noting 
that 

1 a \' qsp d3s 
2:rt2i 8B j (qy, + /,2) [(qr + px)2 _ (B + ie)2] 

_ V' - p \ d"s 

- B 2n2i .\ (q/, + f.2) [(q,P + B)z- (B + ie)"] 

co 

_ V' - p __!__ I I P + B + if. _ V' (' dl.'· 
- B 2 ? n - P + B + tf. - P B.\ P2 - (B + il.')2 ' 

), 

(B.2) 
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where P = qfp + B, we find 
(o+, 1 +) co 

N 1 ,\:, ( -X \i~ \' df..' 
J = 4n2~ 2n J dx 1- x} VB J P•-(B+i'A')• · (B. 3) 

A 

By evaluating the gradient, we obtain the expres­
sions (30) and (31). 
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