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A simple method for solving equations of the Chew-Mandelstam type is proposed, which 
rapidly yields an approximate solution. The method is applied to the Chew-Mandelstam 
equation for the interaction of neutral and charged pions. The results of the first approxi­
mation in the case of charged pions are compared with the numerical calculation of Chew, 
Mandelstam, and Noyes. 

1. INTRODUCTION 

As is well known, the unitarity conditions and the 
analyticity properties lead in the two-particle ap­
proximation1-4 to a closed system of equations5•6 

for the spectral functions Aij ( s, s' ) and ai ( s) 
( i = 1, 2, 3) of the Mandelstam representation. 
The Chew-Mandelstam equation' for the functions 
ai ( s) results from the above equations if the con­
tributions from the functions Aij(S, s') are neg­
lected. With the help of the solutions of these 
equations a first approximation can also be ob­
tained for the functions Aij( s, s' ), and then first­
order corrections to the solution ai ( s ) of the 
Chew-Mandelstam equation. Thus the solution of 
a Chew-Mandelstam type equation may be viewed 
as the first step of an iteration procedure for the 
solution of the complete set of equations for the 
spectral functions Aij ( s, s') and ai ( s ). We out­
line below a simple method for solving equations 
of the Chew-Mandelstam type, which makes it 
possible to obtain rapidly an approximate solution 
and investigate its properties. 

The method to be proposed is analogous to the 
well-known method of Dalitz, Dyson, and Castil­
lejo. 7 If the values of the coupling constant lie in 
a certain region the solution is obtained in the 
form of analytic functions, the coefficients of 
these functions being solutions of a system of al­
gebraic equations. They depend on the coupling 
constant and can be determined by numerical cal­
culations (or even analytically, in the simplest 
approximation). 

The method is applicable in the low-energy re­
gion, i.e., precisely where the two-particle approxi­
mation, used in the derivation of the equations, 
makes sense. Even the first approximation gives 
usually good results in this region. 

In the present note we shall demonstrate the 
basic ideas of this solution on the simplest ex-

ample: the 1r1r interaction between neutral and 
charged mesons. We hope to report later on a 
number of other cases of physical interest. 

2. THE INTERACTION OF NEUTRAL PIONS 

The Chew-Mandelstam equation for the ampli­
tude for the interaction of neutral pions 

A0 {v) =[(I + v) / v]'f,ei8o sin <'1 0 

(v = q2/!J.2, q is the momentum in the barycentric 
frame, o0 is the phase shift) has the following 
form: 4•6 

A 1 f -. ;----;v;- ( 1 
Q (v) =-A.+ ""it~ V 1 + v' v'- v 

0 

- , 1 ) I A0 (v') 12 dv' 
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-v'-1 

1 )dv' \ -./ v" 
v' - v0 V' ) V 1 + v" 

0 

(1) 

where A. = - A0( v0 ), v0 being the point at which the 
subtraction was performed. 

Similar to the case of the rrN interaction in the 
static model, 7 it is convenient to deal with the in­
verse amplitude h ( v) = A01( v ). At that we shall 
consider only that solution of Eq. (1) which has no 
zeros in the complex v plane. Then h ( v) has the 
same analyticity properties as A0( v); the imagi­
nary part of h ( v ) along the cuts is easily deter­
mined from Eq. (1). 

As a result we obtain for h ( v) the equation 
00 --

1 1 ~ r v' ( 1 1 ) , h(v)=---- ll-- --- dv '}., n 1 + v' Y - v v' - Vo 
0 

-1 

_2_ ~'. (-1 __ 
n .) · v'-v 
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1003 



1004 Yu. A. SIMONOV and K. A. TER-MARTIROSYAN 

This equation is inconvenient as it stands, because 
the integrations on the right hand side extend to in­
finity (and divergent integrals are obtained when 
the integrands are expanded in powers of v' ) . It 
is useful to introduce in place of v the variable 
x = v/(1 + v ), which covers the range 0 ~ x ~ 1 
when 0 ~ v ~ oo, and in place of v' the variable 
y = v' /( 1 + v') in the first integral and y = ( 1 + v' )/ 
v' in the second integral. Equation (2) then re­
duces to the simple form ( TJ = v" I ( 1 + v" ) ) : 

1 1 

h (x) = C + _!__ \ dy + ~ \ y'f•v (y) dy ' (3) 
11 j y y (x- y) :rt ) 1 1 x- y 

0 0 

!I 

( - 1- y \ I h (1 I y) 12 vTJdTJ (4) 
v Y)- T- j ~ (1 -TJ)2 ' 

0 

where C = h ( 0 ) . 
To the value v = v0 corresponds x = x0, with 

h (x0 ) = -i\ - 1• Setting in Eq. (3) x = x0 we obtain 
1 1 ., 

c =- ,-1_ ~I dy -~I Y 'v (y) dy. (5) 
n j V y (x0 - y) n ) 1 I X 0 - y 

0 0 

To the value v0 = -% corresponds x0 = -2. 
We next study the properties of .the function 

v (y). In order to solve the Eqs. (3) and (4) it is 
sufficient to determine v ( y) in the region 0 ~ y 
~ 1; it follows from Eq. (4) that in that region 
v (y) > 0. Transposing in Eq. (4) the factor mul­
tiplying the integral to the left and differentiating 
with respect to y we obtain 

d [ y'l• v (y) J y'f, 
.dy (1-y)[h(1/y)l2 =(1-y)2 [h(y)[2 ' 

(6) 

y(l- y) (uv'- ii'v) u + +<3- y)uuv = u2 , (7) 

where u(y) = lh(y) 12• u(y) = lh(1/y) 12 and the 
prime denotes everywhere differentiation with re­
spect to y. 

One deduces easily from Eqs. (4) and (3) [or 
(6) and (3)] that v ( 0) is a finite quantity. Further­
more, it can be shown that y = 0 is altogether not 
a singular point of the function v ( y), i.e., that 
v (y) can be expanded in a Taylor series about 
y = 0. In addition, it follows from Eqs. (4) and (6) 
that the function v ( y) is finite at y = 1 and that 
as y approaches 1 the function v ( y) becomes 

v (y) ~ 1 +a [In (1 I y)rl, (8) 

where a is some constant. 
Thus v (y) is a positive function varying be­

tween v ( 0) = a 0 at y = 0 and v = 1 at y = 1. We 
shall seek an expression for it in the form of a 
polynomial of degree N: 

N 

V (y) = ~ rY..n!f'· (9) 
n-o 

To find the coefficients an we choose N + 1 points 
in the interval 0 ~ y ~ 1 and require Eq. (7) to be 
satisfied at these points. We then obtain a system 
of N + 1 nonlinear algebraic equations for the N + 1 
coefficients an. 

The main idea of our method has to do with the 
circumstance that the Eq. (1) was derived in the 
two-particle approximation and therefore can be 
valid only for small values of x (not close to 
unity). The whole scheme will be self consistent 
if on the right hand side of Eq. (3) values of v (y) 
for y near unity are unimportant. It is therefore 
natural to require Eq. (7) to be satisfied at the 
point y = 0 for the case N = 0, at the points y = 0 
and y = Y2 for the case N = 1, etc. 

In the first approximation we set v (y) = a 0• 

Then Eq. (7), evaluated at the point y = 0, yields 

-f a0u (0) = u (0). (10) 

On the other hand, substituting Eq. (9) into Eq. (3) 
we obtain 

2 N 
h (x) = c + n [ xJo (1 1 x) + 2 ~ anJ2n+4 (x) J 

n=O 

N 

- iYx!T(1- x) + 2ix-'1·~ ctnx-niJ(x- I), 
n=o 

1 
1 ~ yn-1)/2 1 1 

ln(X) = -2 P 1 I dy =- --1 + -ln-z(x). (11) x-y n- x 
0 

Here P denotes the principal-value integral. 
In order to calculate u ( 0) = I h ( 0) 12 and u ( 0) 

= I h ( oo) 12 we make use of Eq. (11) in which we 
keep only the first term in the summation over n. 
As a result we obtain from Eq. (10) 

2 (1- 1])2 

ct o = 3 ~1:-_--;::-sTJ-::< 1---TJ>:-;:-;9:-+:-7V;,:;1=-==;:;16;=1J::::::< 1::=_=TJ7l =; 9;;::--

2 
'I'J=-nc · (12) 

In this approximation the constant TJ is related 
to the four-boson interaction constant i\ by 

2 1 2 4 
:Ttl] = 1: + n XoJ (I I Xo) + '"'it rY..oJ 4 (xo)· (13) 

In the next higher approximation we seek a 
v (y) in the form v (y) = a 0 + O!tJ and determine 
a 0 and a 1 from Eq. (7) evaluated at the points 
y = 0 and y = %. The equatit>ns for a 0 and a 1 

are of the form 

-fa0 = [1-'1'}(1-fa.o--fcxl)T• 
(1,1 = 2 4;:;. (1/2) -5 u (1/.) u (1/s) a.o +;;; (1/s) u (1/2) rJ.o • (14) 

u (lt.) [7 u (1/2)- u- (1/2)] 

Here u(%), u(%), and u' <%>are expressed in 
terms of a 0 and a 1 according to Eq. (11). These 
equations are solved very simply by the iteration 
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TABLE I 

1j -0.4 -0.3 1-0.2 l -0.1 1 0 I 0.1 1 0.15 

a.o 0.82 0.84 1 0.8 1 o. 741 0.671 0.571 0.49 
a.l -0,34 -0,05 -o,o2 o.oB o:19 o.48 o.88 

method, where we ignore in the first approxima­
tion those terms in the right hand sides which con­
tain a 1• Then the first equation in (14) yields for 
a 0 the same value as is given by Eq. (12), and the 
second equation in (14) gives a 1 in terms of C 
and a 0, whose dependence on A is already deter­
mined with the help of (14). 

-as 

'A 
0.5 

FIG. 1 

0.31) 

We have solved the system (14) numerically. 
In Table I we give values of a 0 and a 1 for vari­
ous values of 7]. If we substitute into Eq. (5) 
v ( y) = a 0 + a 1y and use for a 0 and a 1 values 
from Table I, we can obtain 7J as a function of A 
(Fig. 1). From here one obtains easily a 0 and 
a 1 as functions of A (Fig. 2). A solution for the 
system (14) exists only in the region - 0.4 :s 7J 
:s 0.15 or -0.5 :s A :s 0.25. At the limits of this 
region a 1 becomes infinite from which it follows 
that the amplitude A0( v) vanishes identically. 
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~ 

-0.5/--
1 

I 

QS / 

0 

/ 
/ 

-as 
FIG. 2 

Equation (1) was also solved numerically. The 
limiting values for A as obtained by this method 
were almost the same: - 0.6 :s 11. :s 0.25. The 
curves in Figs. 3 and 4 represent the dependence 
of - 1/ 2 7r7J ..fX cot o0 = - % 7r7J Re h ( x) on v 

7t"f] -T Reh(\1) 

2 _/-'" (]5 

.1 0 -1}4 

--------1--1)2 

II~. , .. ,!, 
. . ------i'·•Ql 

0 5 ,a;;-

FIG. 3 

·= 1/(1-x) = q2/J.1.2• The solid curves represent 
the first approximation constructed according to 
Eqs. (11) and (14). For all A, with the exception 
of values in the immediate vicinity of the limiting 
values, the first and second approximations prac-

TReh(v) 

'~,~ 
----- ---/-H7.25 

0 s 
FIG. 4 

!Ov 

tic ally coincide (for such A a single curve is 
shown in Fig. 3). For values close to the limiting 
values the second approximation gives a signifi­
cant correction. The second approximation curves 
are shown in Figs. 3 and 4 by dotted lines. 

3. INTERACTION OF CHARGED MESONS 

The equations appropriate to this case were 
given by Chew and Mandelstam.4 As in the neutral 
mesons case we introduce the quantities h0(x) 
= [A8<x>r 1• h2(x) = l A~( x >r 1, h1 < x > = [ A{<x >r 1; 

the upper index denotes the isotopic spin, the lower 
index denotes the orbital angular momentum. We 
then obtain the following system of equations for 
the functions hi(x) (i = 0,2) and h1(x): 

1 1 'l'v d 
h; (x) = C; + ..!__ \ dy + ..!.. \ Y ; (y) Y , (15) 

1t ~ y y (x- y) 1t j 1 I x- y 
0 0 

h (x) = c + ..!__ r vi dy + ....!... ~ y't•vl <u> dy . 
1 1 1t ~ x-y 1t .) 1/X-y ' (16) 

0 0 

C; = - (i~~~=~) - ; ~ V y (::- y) - ~ ~ y:l~v;o<~ d: '(17) 
0 0 
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1 

{ 1 \" [ Vy y'l•v1 (y} J }-1 
C1 = n j I hr (y} 12 - I hr (1 I y) 12 dy · (18) 

0 

The expressions for vi ( y) and v 1 ( y) are of the 
form 

u -
. ( ) - ( 1 - ) I . (____!___) 12 _.,, \" 'l]d 'I] { C(iO v, Y - Y h, y . Y j (1- '1])2 lho (TJ}['' 

0 

(19) 

u 
vr(y) = (1 - y) I hi (-Y1 ) 12 y-•;, I y''ildTJ (1 1-Y) 

j (1 -- '1])2 - 1- 'I] 
0 

{ ctro ctr2 

X I ho (I]) 2 + I hz ('I]) 12 

(20) 

(21) 

Transfering the factor multiplying the integrals 
on the right hand sides of the Eqs. (19) and (20), 
and differentiating with respect to y, we obtain 
equations for vi(y) and v1(y) analogous to Eq. 
(7) in the case of neutral mesons. These equations 
are now much more involved: 

( 1 ) ( ·- -· I - -2 { ct ·o ct ·2 Y - Y VtUi- V;U;) + 2(3- y) UtVi = Uz _:____( )+ -'(-} 
Uo y u2 y 

3ct y2 Y 'I 
__ 11 __ 60(· -'/, \ 'I] 2d1] } ( ) 

u1 (y} llY j (1 _ '1]) I hr (TJ} l2 , i = 0.2; 22 
0 

y (1 - y) (v~u1- v;zl~) + -i- (3- y) u1v1 

= /}y-''• { (1 _ y)2 t V1JdTJ [ 2 s 
1 j (1- '1]}3 3u0 ('I]) - 3uz (TJ) 

0 

( 2 y (1- 'I]) ) '1]2 J + 3 1 - 'I] (1 - y) u1 (TJ) 

~ '1]
1
''d'1] ( 1 - y ) - } -6.l (1-TJ) 1-1-TJ [ui('Il)l 1. 

0 

(23) 

It is easy to show from Eqs. (22) and (23) that 
v0( 0) and v2( 0) are not equal to zero, whereas 
v 1 ( 0) equals zero. As in the preceding section it 
can be shown that y = 0 is not a singular point of 
the functions vi ( y). Following our method we now 
look for vi ( y) in the form of a polynomial in y. 
The problem is then reduced to the solution of non­
linear algebraic equations, whose number equals 
the number of unknown coefficients of the various 
powers of y in the polynomials (24): 

N N 

Vo (y) = ~ akyk; V2 (y) = ~ ~kyk; 
k=O k=o k=1 

(24) 

In the first approximation we may substitute 
vo(Y) = ao, v2(y) = f3o and v1(y) = YoY into the 
Eqs. (22) and (23) and then set in them y = 0. We 
then obtain for a 0, {30, and Yo the following sys­
tem of equations: 

f a0 = u0 (0) (2/3 u0 (0) + 10/3 u2 (0)), 

+ ~o = U2 (0) (2/3 Uo (0) + 1j3 U2 (0)), 

-fro = f u1 (0) (2/3 Uo (0) -5/3 u2 (0)), (25) 

where 

As in the neutral meson case, hi(x), ui(x) 
and Ui ( x) may be expressed in terms of the co­
efficients ak, f3k and 'Yk· For example 

N 

ho (x) =Co+ ! [ xlo ( +) + ~ anJzn+4 (x) J 
n=O 

N 

+ i Vxs (I- x) +iS (x-I) x-'1• ~ anx-n. (26) 
n=O 

Keeping in Eq. (26) only the coefficients a 0, {30 

and Yo we obtain after substitution into (25) 

ut(O) = c;, Uo (0) = [Co+ ~ (I-t ao) r. 
u2(o) = [c2 + ~ (I-t ~o )T. 

ur(O) = [c1+ ~ H--+ro )T- (27) 

The first two equations in (25) are quadratic in 
a 0 and {3 0 and do not contain y0• Solving these 
equations yields the functions a 0( C0, C2 ) and 
{30( C0, C2 ). On the other hand by making use of 
Eq. (17) we can express C0 and C2 in terms of 
a 0 and a 2: 

(28) 

(29) 

From here a 0 and {3 0 are obtained by iteration of 
which the first step is obtained by substituting for 
C0 and C2 in a 0( C0, C2 ) and {30( C0, C2 ) the values 
given by Eqs. (28) and (29) with a 0 = {30 = 0. 

The third equation in (25) is quadratic in y0; 

solving it using the already determined a 0( A.) and 
{30("A) yields y0(C1,"A). According to Eq. (18) 

c-1 = ____!___ C [ y'"y - !_oY'/, J dy. (30) 
1 l't j ul(y) ul(y) 

0 

Finally Yo (A.) is obtained by iteration of which the 
first step is obtained by substituting in y 0( C1, A.) 
the value c1°> obtained from Eq. (30) with 'Yo= 0. 
Table II lists the coefficients a 0(A.) and {30("A) 
obtained in this manner. 
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). I 0 

cto I 
0.8 

!3o 3 

TABLE II 

I 0.1 I 0.3 

1 0.581 0.305 
2.1 1,05 

0.04 
0.18 

The dashed lines in Fig. 5 depict the dependence 
of - 5i\. ..fX cot o0 = - 5i\. Re h0 ( x ) on v = 1/ ( 1 - x ) 
= q2/J,J. 2 in the first approximation constructed ac­
cording to Eqs. (15) and (24). The dashed lines in 
Fig. 6 depict the dependence of the function 
- 2i\. -IX cot o2 on v. 

·5A ~cot 00 

2 . 

0 2 3 4 

-Zll.~cot 82 

0 ? 

4. CONCLUSIONS 

4 

---

tO" 

FIG. 5 

----- /i'O.J -----o 

6 8 !Ov 

FIG. 6 

A comparison of the results of the first and 
second approximations for the function - ( 7rTJ/2) 
x IX cot o = -(7rTJ/2) Re h(x) (Figs. 3 and 4) 
shows, that the second order corrections may be 
neglected, except for values of i\. close to the lim­
iting values when a 1(i\.) becomes large. However, 
as is seen from Fig. 2, this exceptional region is 
not large. It must also be remembered that the 
range of validity of Eqs. (1) and (2) is restricted 
to the limits 0 s v ~ 3. This is just the region in 

which the corrections attain their smallest values 
and for v = 0 the first and second approximations 
are identical. Furthermore our first approxima­
tion is in good agreement with the numerical solu­
tion of Eq. (1) (E. P. Vedeneev and A. L. Krylov, 
private communication). 

We may also check the appropriateness of our 
first approximation in the charged meson theory. 
The comparison of our first approximation 
(dashed lines) and of the numerical solutions of 
the Chew-Mandelstam equations for the scattering 
of charged mesons8 (solid lines) is given in Figs. 
5 and 6 for the functions - 5i\. IX cot o0 and 
- 2i\. IX cot o2• It is seen that the agreement, par­
ticularly in the region 0 s v ~ 3, is very good. 
It is not surprising that the solution found by us 
in the first approximation is, in essence, the S­
wave dominant solution of Chew, Mandelstam, and 
Noyes. The reason for this is that in the first ap­
proximation the S-wave scattering amplitudes are 
obtained independently of the P-wave scattering 
amplitude [the first two equations in (25) are not 
coupled to the third one ] . 

Thus, in all cases considered, already the first 
approximation yields reasonably good results. 
When it is noted that the first approximation can 
be obtained quite easily it becomes clear that the 
method here outlined could be very useful for the 
investigation of solutions of equations of the Chew­
Mandelstam type. 

Our method was applied here to the Chew­
Mandelstam equations for the scattering of neutral 
and charged pions. It may also be applied to other 
equations of analogous structure, say 1rN or 1rK 
scattering. 
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