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On the basis of unitarity, a closed system of equations is derived for the Mandelstam-repre­
sentation spectral functions, fully symmetric with respect to the three channels of the 
~our.-particle vertex. The question of consistency of equations obtained by applying unitarity 
m different channels is clarified. If the integral representation is written down with sub­
tractions, one obtains a set of coupled equations for the one-variable and two-variable 
spectral functions. Consistent iteration of these equations corresponds to taking into ac­
count the contribution (or part of the contribution) from a number of Feynman diagrams 
consisting of two parts connected by two lines. This set of equations reduces to a Chew­
Mandelstam type equation if the terms containing the two-variable spectral functions are 
neglected. 

l. INTRODUCTION 

It has been conjectured recently that it may be 
possible to construct quantum field theory directly 
from the unitarity conditions together with relations 
(of the dispersion type) arising from the analytic 
properties of the amplitudes. 

Working along these lines Mandelstam1- 3 and 
Chew4 constructed a scheme based on the assump­
tion, that for not too high energies the nearest lying 
singularities (poles, branch points )1 i.e. the sim­
plest two-particle terms in the unitarity relations, 
dominate the behavior of the amplitudes.* The two­
particle into two-particle transition amplitudes 
involved in these terms may be expressed in terms 
of the integral representation proposed by Mandel­
stam.1 At the same time a number of relations 
among the spectral functions of the integral repre­
sentation can be obtained from the unitarity con­
ditions and these relations may be considered as 
the basic equations of the theory. This system of 
equations for the spectral functions has not been 
obtained in closed form. This may be due to the 
fact that the three unitarity conditions, for the 
three channels of the four-particle vertex, are in­
compatible in the two-particle approximation (as 
was noted by Mandelstam). 

As is shown below, this incompatibility is easily 
removed by taking into account on the right side of 
the unitarity condition an appropriate part of the 

*This assumption is not as obvious as may seem at first 
sight, since infinitely distant singularities of the amplitude 
may be important (in this connection see discussion at the end 
of the article on the question of convergence of the integral 
representation). 

FIG. 1. The four-particle function 
-the amplitude for the processes 
a + b <=:! c + d, a+d <=:! c + b, a+ c <=!b + d 
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contributions due to all many-particle processes. 
The corresponding terms have a simple interpre­
tation in terms of diagrams, and when they are 
taken into account a closed system of equations is 
obtained for the spectral functions, fully symmetric 
with respect to the three channels. 

In the system of equations obtained from the 
Mandelstam representation with subtractions appear 
both spectral functions depending on two variables 
and on one variable. The iteration in the coupling 
constants of the resultant equations corresponds to 
a consistent taking into account of contributions 
(or a well defined part of the contributions) from 
Feynman diagrams consisting of two parts con­
nected by two lines. If terms involving the two­
variable spectral functions are neglected then the 
resultant equations are analogous to the equations 
obtained by Chew and Mandelstam4 (for the meson­
meson interaction), Cini and Fubini, 8 and anum­
ber of other authors .9 

2. UNITARITY CONDITIONS 

Let us consider the four-particle vertex func­
tion shown in Fig. 1, i.e., the two-particle into two­
particle transition amplitude A = A ( s 1, s2, s 3 ). 

This amplitude describes transitions in three 
channels: in the first channel for the reaction 
a + b ~ c + d, in the second for the reaction 
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FIG. 2. The system 
of triangular coordiw 
nates s, s2 , s 3 , with 
s, + s2 + s 3 = v. The 
height of the small 
equilateral triangle in 

.; the center of the figure 
--4--¥---'f-------J is equal to the sum of 

n 

.v, 

the squares of the 
masses (v) of the four 
particles a, b, c, d; 
inside the dashed tri­
angle ex (3y the ampli­
tude is real. 

a + d ~ b + c, in the third for the reaction 
a+ c ~ b + d and it is a function of the invariants 

s1 = (Pa + Pb) 2 = (Ea + Eb)2- (Pa + Pb)2, 
S2 = (Pa + Pd)2, Sa= (Pa + Pc)2, 

which are equal to the square of the energy of the 
particles in the barycentric frame in the respec­
tive channel. (These invariants were denoted by 
Mandelstam2•a by s, u and t respectively.) 

Since s1 + s 2 + sa = v, where v is the sum of 
the squares of the masses of the four particles in 
Fig. 1, it is convenient to discuss the amplitude A 
as a function of the position of the point ~ 

= ( s1, s 2, sa) in the triangular coordinates of Fig. 2. 
In these coordinates s 1, s 2 and s 3 represent the 
distances of an arbitrary point ~ in the plane of 
Fig. 2 from the sides of an/equilateral triangle 
(shown by heavy lines in the center of Fig. 2), 
whose height is equal to v. Since the sum of these 
distances is always equal to the height of the tri­
angle the condition s1 + s 2 + s 3 = v is automatic­
ally fulfilled for any point ~ in the plane of Fig. 2. 

If the particles a, b, c, and d of Fig. 1 are dif­
ferent then the unitarity conditions relate the am­
plitude A to a number of other four-particle 
vertex functions: B< 1 > and c< 1 > in the first chan­
nel [see Fig. (3a)], B< 2 > and c< 2 > in the second 
channel, and B< 3 > and c< 3 > in the third channel 
[the notation is obvious from Fig. (3)]. It follows 
from Fig. (3) that the unitarity conditions may be 
expressed in the form 
A ( S <tl* • • (1) • • 1 s1, s2, sa) = ~1 (s1) B (s1, s2, sa) C (s1, s2, s3) d n1/4Jt 

(1) 

(2) 

(3) 

Here A1, A2, A3 stand for the absorptive part of 
the amplitude A in each of the three channels, so 
that, for example 

A1 = (2if1 (A (s1 + i-rv s2, sa)- A (s1- iT1, s2, sa)). 

and 1;1, 1;2, /;a are functions determining the sta­
tistical weight* of the two-particle states ( a 1, 

f3t ), ( a2, {32 ), (a a, f3a) in Fig. (3), into which tran­
sitions from the initial state (of channel one, two 
and three) are allowed by all conservation laws. 
It is understood that the quantities B(i >*c(i) 
(i = 1, 2, 3) in Eqs. (1)- (3) are summed over 
all possible types of these particles, in particular 
if the particles a 1, {3 1 have spin then a summa­
tion over spin variables is understood. For brev­
ity such summations will not be indicated; for the 
sal?le re~son we have writte!l in tl?-ese equations 
B( 1 )* d 1 ) instead of 1/2 (B( 1 >*c< 1 ) + B(i)c(i h). 
The integration in Eqs. (1) - (3) is over the direc­
tions n of the momenta of the particles a 1 (or {3 1) 
in the barycentric frame. 

The amplitudes in Eqs. (1) - (3) depend on the 
invariants Si, sf, and si' whose meaning is ex­
plained in Fig. 3 and in the caption to that figure. 

The symbols .6.1, .6.2, and .6.a stand for contri­
butions from terms corresponding to production 
of three or more particles. The quantity .6.1 van­
ishes if s 1 is below the threshold for production 
of three particles (or four, if the transition from 
the initial state with particles a,b into a three­
particle state is forbidden); similarly .6.2 and .6.a 
vanish if s 2 and sa are below the corresponding 
thresholds. 

If the amplitude A has pole terms then to the 
right side of Eq. (1) terms proportional to 
o ( s 1 - tt ~) should be added, where tta are the 
masses of the bound states. Similar terms must 
be added to Eqs. (2) and (3). The unitarity rela­
tio~s (1) - (3~ also hold for each of the amplitudes 
B< 1 ) and c< 1 ). This is also true for all the fol-

*The quantities ( depend on the normalization of all ampli­
tudes. For the same normalization as used by Chew and Man­
delstam, 4 where the cross sections and amplitudes are related 
by 

(:~)1 =:::I v:7A r 
('lab and qed are the momenta of the particles in the barycen­
tric frame before and after the transition), the (i are given by 

6z = 4 (x; VB;')-lqazfl;e (sz -1']z). 

where q«.o, = (2 VS;)-1[SI-(Ila--Jlo.}2]'/• (sl-111)'1•; 1'],· = (!la- + llfl·); 
~.~. t ~-'l l l 

x1 = 2, if the particles CXi and f3i are identical and Ki = 1 if they 
are different; the 0 function is equal to unity if Si > 71i and 
equal to zero if si < 711· 
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oc 

c 

a Im s, 

__!___ \ [ P1 (s1. cr) + Ql (:>, s1) J do, 
:t j cr-sz a-sa 

0 

00 

,~, 
A 

rJ (J fl -~ \ [ Pz (sz, cr) + Qz (cr. Sz) J do, 
l"t J Ci-S3 Ci-Sl 

');Q' b Im II a, 

c It 

·~· c Im s3 .:= tl 

i II c 

FIG. 3. The unitarity conditions in the three channels. 
On the left side of the equalities stand the absorptive parts of 
the amplitudes. The notation is: 

a: s; = (Pa +Pd)2• s; = (p +Pc)•, s" = (pb- pa,)2 • 
1 Clt 2 

s; = (Pa- Pa)2 ; 

b: s~ = (pb + Pa/• s~ =(Pc + Pa)"• s" = (p - p )2, 
1 a (X2 

s; = (pd- Pa)"; 

c: s~ = (Pa, + Pb)2, s; = (Pa, + Pd}2 , s~ = (Pc- Pa/ • 

s; = (Pa - Pa,)2 • 

The same notation is used in Eqs. (1)-(3); to them corresponds 
the numbering of the channels of the amplitudes B<1> and c<il 
(i = 1, 2, 3) used in what follows. 

lowing relations which will always be written out, 
for the sake of brevity, for the A amplitude only. 

We shall consider only the case of "normal"5 

relations between the masses of all particles, 
when the integral representation of Mandelstam 
is valid. In that case the left sides of Eqs. (1)­
(3) may be expressed in the form1 

oc 

Al = _!_ \ [A12 (st. cr) + Ast (cr, St)] do, 
l"t ~ cr-sz cr-s3 

(). 

oc 

A 2 = _!_ (' [Azs (sz~ + A 12 (cr, s2} ] do, 
l"t.) cr-ss cr-s1 

0 

oc 

A = _!_ \ [Ast (sa, cr) + Azs (cr. sa) ] do, 
3 n.) cr-s1 cr-sz 

(4) 
0 

where the Aij are real spectral functions. By 
making use of the one-dimensio~al integr~l repre­
sentation for the amplitudes B(l) and c( 1 ), Man­
delstam showed that the first terms on the right 
sides of Eqs. (1) - (3) can be reduced to precisely 
the same form. We write out the expressions ob­
tained by Mandelstam1 for these terms, for rela­
tions (1), (2), and (3) respectively: 

0 

oc 

__!___ (' [ P3 (s3 , cr) + Qs (cr. ss) J do, 
l"t .) cr- St cr-sz 

(5) 
0 

where 
00 

1 \\ • • <I>*c<I> 
Ql (s3 , s1) = n• .).) r 1 (m, m; s3 , s1) [B3 a 

0 

(5a) 

(5b) 

Here B~1 > stands for the absorptive part of 
the amplitude B <1> in the second channel, in which 
the variable s 2 has been replaced by m'2, and s3 
by ~~~ - m' 2 - s1 ( v 1 stands for the sum of the 
squares of the masses of the four particles for the 
amplitude B<t> ), i.e., BP> = B2<1> ( s 1, m' 2, v 1 
- m'2 - s 1 ); the variables Si, or the quantities by 
which these variabtes were replaced, are written 
throughout in the order s 1, s 2, s 3. Analogously 

(1) (1) , '2 '2 B3 = B3 (s1 , v1 - m - s1 , m ), 

c~l) = c~l) (sl m"2, v~- m"2 - sl), 

By r1 is denoted the spectral function A31 of 
the box diagram, Fig. 4a, for which m' and m" 
are the masses of the particles corresponding to 
the vertical lines.* The function r 1 differs from 
zero beyond the curve c31 (a) (Fig. 5) correspond­
ing to the singular points of the diagram in Fig. 4a; 

J'J s, 5'2 

c .«..,t Q 

tr: 
rt !lo:~t a 

~n $2 tl' _..m' m" -m• m m" 

d Pp, b C Ppt d b .llpa c 

a b c 

FIG. 4. Feynman diagrams for which the spectral functions 
are given by: a- the quantity r,, b- the quantity r.' and c­
the quantity r, . The quantities r;, r; and r; stand for spec­
tral functions of the same diagrams but with two particles in 
the left parts of each diagram interchanged. 

*We give, for checking purposes, the value of r, correspond­
ing to the normalization indicated in the footnote on p. 576. 
r, = -811K;_-1 A~~>, where A~'/ is given in Eq. (3.25) of the Mandels­
tam paper" (after exchanging particles to correspond to Fig. 4a). 
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(m'+m''l 1 -

FIG. 5. The curves of 
singular points of the box 
diagrams, Fig. 4a (C~~)) 
and Fig. 4c (C~~>) with 
particles b and d inter­
changed (with s 2 -+ s,). 
The quantities r, and r; 
[in Eqs. (Sa) and (Sb)] 
are different from zero in 
the region beyond these 

s1 curves. 

this curve has in the s1 - s 2 plane the asymptotes 
s1 = 1J1 = (J.La + P.f31 )

2 and sa= (m' + m" )2. In 
particular, i/ either s1 < 7] 1 or sa < ( m' + m" )2 
then r1 is certainly equal to zero. Similarly we 
denote by r{ the spectral function A12 of the box 
diagram, Fig. 4a, in which the particles c and d 
(in the left part of the diagram) are exchanged. 

All of the notation here introduced (including, 
in particular, the definitions in Fig. 3) is fully 
symmetric with respect to the three channels of 
the amplitude A; all of the relations for channel 
one [including, in particular, Eqs. (1)- (5)] go 
over into the corresponding relations for channel 
two by the cyclic permutation of the indices 
1- 2, 2 - 3, 3- 1. One more cyclic permuta­
tion of all indices (i.e., the substitution 1-3, 
2 - 1, 3 - 2) leads to the relations for channel 
three. 

When this is taken into account it is easy to de­
rive from Eqs. (5a) and (5b) the values of the 
quantities Q2, Qa and P 2, Pa. The corresponding 
quantities r2, ra and r{, r3 will represent the 
spectral functions of the diagrams, Fig. 4b and 4c, 
and (for r{, ra) the analogous diagrams obtained 
by interchanging particles in the left part of the 
diagrams. For example, for Pa (sa, s1) we obtain 
from Eq. (5b) 

(5c) 

The notation Br> and cj3> (j = 1, 2) is anal­
ogous to that used in Eqs. (5a) and (5b); the spec­
tral function ra of the diagram in Fig. 4c (with 
particles b and d in the left part of the diagram 
interchanged) is different from zero in the region 
beyond the curve C~1c) in Fig. 5; it certainly van­
ishes if sa < 7] 3 [where 1Ja = (p. a a + f3a )2 or if 
s1 < (m' + m")2• 

The relations (4) and (5) were written without 
subtractions. The modifications introduced by sub­
tractions are considered below. 

The terms .D.1, .D.2, and .D.a in Eqs. (1)- (3) are 
equal to the difference of expressions (4) and (5). 
Therefore they may be represented in the same 
form as Eqs. (4) and (5). 

00 

81 = _!_ \' [u' (s,, a) + v, (a, s,) J drs, 
n J a - Sz a - ss 

0 

"" ~2 = _!_ \' [u2 (sz, a) + Vz (a, Sz)] drs, 
n ) cr- s8 cr - s1 · 

0 
oc 

8 a = _!_ \' [us (sa, a) + v8 (cr, s3) J drs, 
n j cr-s, a-sz (6) 

0 

where u1, u2, ua and v1, v2, va are real functions 
(the same kind of functions as Aij and Pi, Qi ). 
Since .D.1 = 0 if s 1 is below the threshold for pro­
duction of three (four) particles, it follows that in 
that case u1 = v1 = 0. Analogously, u2, v2 and ua, 
va vanish respectively if s 2 and sa are below the 
same thresholds in the other two channels. 

3. EQUATIONS FOR THE SPECTRAL 
FUNCTIONS Aij 

We substitute Eqs. (4)- (6) into Eqs. (1)- (3), 
analytically continue Eqs. (1)- (3) into the unphysi­
cal region- beyond the curves C12, C2a, Ca1 in 
Fig. 2 -and equate in these regions the imaginary 
parts of both sides of the equalities (1)- (3). In 
this way we obtain six equations for the three spec­
tral functions A12, A2a, and Aa1- two equations for 
each function. For example, from Eqs. (1) and (3) 
we obtain for Aa1 

Aa1 (sa, s,) = Q1 (sa, s1) + v1 (sa, s1), 

As1 (sa. s,) = Pa (sa, s1) + u3 (sa, s1). (7) 

In the two-particle approximation, i.e., with 
v 1 = ua = 0, these equations are incompatible 
since Q1 and Pa are not equal to each other. 

If s1 is below the threshold for production of 
three (four) particles then v1 vanishes; simi­
larly ua vanishes if sa is below this threshold. 
In precisely the same way one notes that Q1 
vanishes for sa below the threshold for produc­
tion of three (four) particles, and Pa vanishes 
for s 1 below this threshold [see the above indi­
cated properties of the quantities r1 and ra 
in the integrals (5a) and (5c) ]. 

An exception arises when all four of the am­
plitudes B <1> , c<1> and B <2> , c<a> in Eqs. (5a) 
and (5c) have poles. In that case one must ex­
tract from Eqs. (5a) and (5c) the contribution 
(which is the same in both integrals) arising 
from integration simultaneously over the poles 
of both the amplitudes B and C. This contribu-
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FIG. 6. Regions of 
nonvanishing values for 
the following quantities 
in Eq. {8): beyond the 
curve 1-A~~>, n-P3 , 

lli-Q1 and IV-8A81 • 

The symbols 77~. and 77; 
denote thresholds for pro­
duction of three (or four) 
particles. The spectral 
functions are correctly de-

4 termined (within small cor-
rections) only in the shaded 
regions of the figure. 

tion is the spectral function AW of the box dia­
gram, Fig. 4a;" when m" and m' are equal to 
the pole values P.a3 and p. f3a· If we set 

Aat=A~t+A~~>, Q1 =Q~+A~~· Pa=P~+A~~>, 

then we obtain for A31, Qi and Pa equations of 
precisely the same form as Eq. (7), in which Q1 
certainly vanishes if s3 is below the threshold 
for production of three particles, and Pa cer­
tainly vanishes if s 1 is below this threshold. 
Consequently, the only difference between this 
case and others lies in the requirement that the 
contribution AW be extracted from the spectral 
function A31 . 

We shall consider the quantities Q1 and p 3 in 
Eq. (7) as known. Then a general solution of the 
two equations (7) for the three unknowns A31, v1 
and u3 will be given by 

V1 = Pa + 6Asl• Ua = Ql + 6Aai• Aa1 = Ql+ Pa + 6A31 
(8) 

By 6Aa1 we denote here some function of sa and 
s1 which cannot be determined from Eq. (7). It is 
clear, however, that oA31 vanishes if either sa or 
St is below the threshold for production of three 
(or four) particles. (If s 1 is below that threshold 
then v1 = P3 = 0, if sa is then ua =Q1 = 0; in both 
cases 6Aa1 = o.) 

In this manner the quantity Aa1 is expressed in 
Eq. (8) as a sum of two terms, (Q1 + Pa) and 6Aa1, 

of which the first vanishes if at least one of the va­
riables is below the threshold for production of two 
particles, and the second vanishes if one of the vari­
ables is below the threshold for production of three 
(four) particles. Figure 6 shows in the sas1 -plane 
those regions in which various terms of Eq. (8) fail 
to vanish. t In order to determine oA31 it is nec-

*Or of the identical to it diagram, Fig. 4c, with particles a 
and c interchanged, in which m"' = P.a,, and m' .. p.ft.. 

tThe shaded region represents the region in which the spec­
tral function A31 is correctly given by Eq. (8) (i.e., in this re­
gion higher order approximations will result in small corrections 
only). 

essary to take correctly into account in the unitarity 
condition the contributions of terms corresponding 
to the production of three and more particles ( re­
quiring the discussion of, in addition to the four­
particle function, diagrams involving a larger num­
ber of external lines- the five-particle, six-parti­
cle functions, etc.). It is natural to construct a 
theory by ignoring in the first approximation terms 
of the type oA31, corresponding to distant singulari­
ties of the amplitude, i.e., to set oA31 = 0. It then 
follows from Eqs. (5a), (5c) and (8) that 

00 

Aa1 = ~ ~~ {rl (sa, s1) [B~wC~1> + B~1,.C~1>J 
0 

+ r a'(sl, Sa) [Bfa>·c~a) + B~a)*cia)J} dm' 2dm"2 • (9a) 

It is obvious that the remaining equations for A12 

and A23 may be obtained from the above by one or 
two cyclic permutations of all the indices 1, 2, 3: 

oc 

A12 = "~ ~~ {r2 (s1. s2)[B~>·c~2> + B~21*C~2 >] 
0 

oc 

A2a = :2 ~~ {fa.(s2, sa) [B~a>·c~a> + Bia>*cia>J 
0 

+ f2'(s3, s2) [B~2>*cf2> + Bi2>·c~2l]} dm'2 dm"2• (9c) 

If the amplitudes B(i) and C(i) have poles then 
one must add on the right hand side of these equa­
tions the spectral functions A~~>, AW and A~g> 
corresponding to the diagrams, Fig. 4a, b, c 
(with the masses m' and m" equal to the pole 
values). 

The system of equations (9), together with re­
lations of the type of Eq. (4) for the absorptive 
parts of the amplitudes B(i) a:nd c(i) ), form a 
complete system of equations for the spectral 
functions for all amplitudes. 

At this time it is not clear whether these equa­
tions determine the spectral functions uniquely 
(and, if not, then what additional requirements 
must be imposed in order that the determination 
be unique). 

4. EQUATIONS FOR THE ONE-VARIABLE 
SPECTRAL FUNCTIONS 

In the majority of cases the integrals (4) - (6) 
over a diverge. For example, the functions 
Aij (s, a) in Eq. (4) for constant s not only do 
not fall off, but increase with a (almost propor­
tionally to a). Therefore all the integral repre­
sentations must be written with subtractions taken 
into account. We then obtain2 instead of Eq. (4) 
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00 

A1 = a1 (s1) + ___!_ \' [cp (a, s2) A12 (s1, a) 
:rt .\ 

0 

00 

A2 = a2 (s2) + * ~ [cp (a, s3) A23 (s2, a) 
0 

00 

Aa = a3 (sa)+{-~· [cp (a, s1) A31 (s3, a) 
0 

stam representation [ cf. Mandelstam,2 Eq. (2.13)] 
with one subtraction. Two more one dimensional 
representations analogous to Eq. (10) follow by one 
or two cyclic permutations of all indices in Eqs. 
(10) and (lOa). 

Let us also give the expression for the average 
of the amplitude A over the scattering angle J 1 in 
channel one (cos J 1 = ~b qcd/~b qed) For con­
stant s 1 the quantities s 2 and s 3 are functions of 
this angle. We denote the average of A over cos 81 

by < A ( s 1 ) > 1 and the average of the function cp 
in Eq. (10) by Zi (m'2, s 1 ) =<cp(m' 2, si) >1, where 

(4') i =-2, 3. All quantities are functions of s 1• Accord­
ing to Eq. (10) 

These relations differ from (4) only in the 
appearance on the right hand sides of the spectral 
functions a 1, a2, a 3, which depend on one variable 
only, and in the replacement under the integral 
sign of 11 (a - Si) by the difference 

1 1 S;- ~io 

cp(a, S;)=a-s; -a-s;0 = (a-s;)(a-s;0)' 

where ( s 10 , s 20, s 30 ) is some point at which the 
subtraction is carried out.* 

The one-dimensional integral representation 
with subtractions for the amplitude A is given by 

00 

A=F1 ++~ [cp(m'2, s2)A2 +cp(m'2, s3)A3]dm'2, (10) 
0 

where A2 and A3 are determined in precisely the 
same way as the quantities B~il and B~il in Eqs. 
(5a), (5b), i.e., 

As = A3 (s1 , v - m' 2 - si> m' 2). 

F1 stands for the following function of s 1: 
00 

FI(s1) =a0 ++~ cp(a, s1)a!(a)da 
0 

where by a 0 we denote the value of A at the point 
s 10, s 20, s 30 (it is convenient to choose this point 
inside the triangle et{3y in Fig. 2 because then a 0 

is real). As can be verified by direct calculations, 
the substitution of Eqs. (4') and (lOa) into the Eq. 
(10) for A results in the two dimensional Mandel-

*It is obvious that if the integrals over a in Eq. (4) con­
verge then the Eqs. (4) and (4') are fully equivalent provided 
that 

(and analogously for a,. and a,.). However even in this case it 
is more convenient for practical reasons to use the representa­
tion with subtractions since then the integrals converge faster. 

00 

(A (si))t = F dst) + + ~ [ldm' 2 , s1) A2 + l3 (m'2,sl) Aal dm'2 • 

0 (11) 

We observe that Z2 and Z3 are simple logarithmic 
functions of m' 2 ( cf. Mandelstam, 2 p. 1745 ); for 
example 

where 

la=<m'2~sa)l- m'2~sao' 
m' 2 -s<-l < m'• ~ s;)l = 4qa:qcd In m'2- s!+l' 

S~±) = (V 11~ + q2 - V 11~- q~d) 2 - (qab ± qcd) 2 , 

and qab• qed- the momenta of the particles before 
and after the transition in channel one- are given 
in terms of s 1 by well known formulas. 

By one or two cyclic permutations of all indices 
in Eq. (11) we obtain analogous formulas for the 
average values of the amplitude A in channels two 
and three. 

Calculations show (as was to be expected) that 
the subtractions have no effect at all on the form 
the Eq. (9) for the spectral functions. To verify 
this it is necessary to express the first (two­
particle) term on the right side of the equalities 
(1)- (3) in a form analogous to Eq. (4'). For this 
purpose the amplitudes B ( i) and C ( i ) must be 
expressed in Eqs. (1) - (3) as one dimensional 
representations of the form (10). This leads to 
rather unwieldy calculations. The required result 
may be obtained more simply by carrying out a 
subtraction directly in Eq. (5). To this end we 
average each of the quantities (5) over the scatter­
ing angle in the corresponding channel and add and 
subtract this average [denoted by <1> 1, <I> 2, or <I>3, 

corresponding to the three quantities in Eq. (5)] 
from each of the quantities (5). As a result we ob­
tain for the first term on the right side of Eq. (1) 

00 

~I(sl)+{-~ {[cp(a, s2)-l2(a, s1)]Pt{s1, a) 
0 

+ [cp(a, s3) -!3 (a, s1)] QI(a, s1)} da, (5') 
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and by averaging directly over cos J. the first 
term on the right side of Eq. (1) we easily find the 
value of 4>t: 

<l>1 (s1) = S1 (s) (8(1) (sl))* (C<1> (s1))1. (5'a) 

The representation (6) for the quantities ~i will 
be written in a form analogous to Eqs. (4') and (5'): 

00 

~1 = 6a1 + __!__ ~ {cp (a, s2) U1 (sb a)+ cp (a, sa) v1 (a, s;)} do, 
n o (6') 

where oat (st) = 0 if St is below the threshold for 
production of three (four) particles. By one or 
two cyclic permutations of all indices in Eqs. (5'), 
(5'a) and (6') we obtain the corresponding formu­
las for the other two channels. 

We next substitute into the Eqs. (1) - (3) the 
formulas (4')- (6') and equate in the unphysical 
region (beyond the curves Ct2, C2a and Cat in 
Fig. 2) the imaginary parts of both sides of the 
equations obtained from the equalities (1)- (3). 
We then obtain for the spectral functions Aij the 
equations (9), as before. Equating the real parts 
of these equalities (or considering their average 
over the scattering angle in each of the channels) 
we obtain in addition the three equations for the 
three functions at, a 2, and aa: 

00 

1 \ al (s) + n .l [!2 (a, s) Ql (s, a)+ la(Cl, s) pl (s, a)] do 
0 

= S1 (s) (8(1) (s))~(C< 1> (s))b (9'a) 

00 
1 • 

a2 (s) + n ~ [la (a, s) Q2 (s, a)+ 11 (a, s) P2 (s, a)] dcr 
0 

= ~2 (s) (8<2> (s)>; (C<2> (s))2, 

00 

aa (s) + + ~ [ll(a, s) Qa (s, a)+ l2 (a, s) Pa (s, a)] do 
0 

(9'b) 

=sa (s) (8<3> (s)>; (C<3> (s))3. (9'c) 

We have neglected on the right sides the terms 
Oat, oa2 and oaa, different from zero only in the 
region beyond the threshold for production of 
three (four) particles, since their magnitude [as 
in the case of oAij in Eq. (9)] can only be found 
by correctly taking into account in Eqs. (1) - (3) 
terms corresponding to the production of three 
and more particles. 

Equations (9) and (9'), together with the rela- . 
tions (4') and (11) (written for the amplitudes B( 1 ) 

and c(i) ), form a complete system of equations _for 
the spectral functions for all amplitudes* A, B( 1 >, 
and c(i >. 

*It is of course understood that analogous equations are 
written for the spectral functions of all the amplitudes B(il 

and C (il. If N four-particle functions are involved in all the 
unitarity conditions (1)-(3), then we get 6N equations for the 
6N spectral functions. 

FIG. 7. Simpler diagrams of the "parquet" type," whose 
contribution depends on one variable only. The contribution 
from a diagram always depends on one variable only, if the 
diagram consists of two parts to each of which are attached 
two external lines and which are joined by just one common 
point (or if two external lines are joined in a point). 

5. ITERATIONAL SOLUTION. EQUATIONS OF 
THE CHEW-MANDELSTAM TYPE 

The solution of the system of equations (9) and 
(9') is easily found in the form of a power series 
in the coupling constants. Let us discuss for sim­
plicity the case when none of the amplitudes have 
poles. The case when poles are present is no dif­
ferent in principle. The coupling constan.ts are the 
qua.ntity a 0 and the analogo_us values . b0 ( 1 ) and 
c0(1 ) of the amplitudes B( 1 ) and c( 1 ) evaluated 
at the subtraction point ( Sto• s 20, sao). It follows 
from Eq. (9') that the ai ( s) are of second order 
in the coupling constants, and from Eqs. (9) and 
(4') we find that the Aij are of fourth order. In 
first approximation we substitute in Eq. (9') 
< B(i) >i:::::: b0(i >, < c(i) >i:::::: c0(i) and neglect 
the second term on the left side. We then obtain 
for the aj ( s) values that are of second order in 
the coupling constants 

(j =I, 2, 3). 

They correspond to the simplest type of diagrams, 
Fig. 7a. Accurate to second order terms we have 
from Eq. (4') that Ai :::::: ai · 

The substitution of analogous expressions for 
B.(i) and c.(i) into Eqs. (lOa), (11), and (9') re­
sJlts in explessions for aj corresponding to more 
complex diagrams, Fig. 7b, of third and fourth 
order in the coupling constants (the number of such 
diagrams turns out to be precisely the same as in 
conventional perturbation theory)_. The sub~titu­
tion of these same values for B/ 1 ) and Cj ( 1 ) into 
the system of equations (9) leads to the appearance 

'DJT. '~' ' ~/ 
. . .a. ,OOQ k1. 

a b c d d 

FIG. 8. Simpler diagrams, whose contribution depends on 
two variables. 
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FIG. 9. Diagrams, whose contribu­
tions are not included in the Eqs. (9) 
and (9'). 

of spectral functions for fourth order diagrams -
"loaves," Fig. 8a, b. Here the term Qi in (1) 
corresponds to the "loaf," Fig. 8a, and the term 
P 3 (or the term vi in Eq. (7) which is equal to Pa 
for oA3i :::::: 0) to the rotated "loaf," Fig. 8b. 

Already in this order in the coupling constants 
the significance (from the point of view of dia­
grams) of the terms ~i in the unitarity conditions 
( 1)- (3) becomes clear. It is clear that diagrams 
of the type Fig. 8a, c (and similar chains with 
larger numbers of links) arise as a consequence 
of the first term on the right side of the unitarity 
condition (1). These diagrams correspond to two­
particle intermediate states in channel one. Anal­
ogously the chain of vertical diagrams of the type 
Fig. 8b, d arises as a consequence of the first 
term in the unitarity relation (3) in channel three. 
From the point of view of channel one the latter 
type of diagrams corresponds not to two-particle, 
but to four-particle, six-particle, intermediate 
states, etc. But once these diagrams are definitely 
included in Eq. (3) then they must be included in 
Eq. (1), or else the relations (1) and (3) become 
mutually contradictory. It is precisely this con­
tribution that is represented in Eq. (1) by the 
term ~i [and in Eq. (7) by the term vi:::::: Pa ]; 
the terms ~2 and ~3 in Eqs. (2) and (3) have an 
analogous meaning. In particular, the contribu­
tion of these terms guarantees the necessary sym­
metry of the amplitude A in the variables si, s2 
and s3. 

Diagrams of the type shown in Fig. 9, as well 
as more complex ones (to which correspond 
spectral functions different from zero only when 
both variables lie in the region beyond the thresh­
old for production of four and more particles), 
will never be generated by iteration of Eqs. (9) 
and (9').* Their contribution is included in the 
here ignored terms oAij. 

The indicated method of iteration of the equa­
tions was in fact described in detail by Mandel­
stam;3 however he did not write down the closed 
system of equations (9)- (9'). 

A possible approach to the solution of the sys­
tem of equations (9)- (9') consists of the follow­
ing. We neglect in Eq. (9') the terms containing 

*Consequently, in these equations we have taken into ac­
count the contributions from all diagrams of the type of Figs. 
7 and 8, whose characteristic property is that by consecutive 
replacements of two points connected by two lines, by one, 
the diagrams simplify and reduce to a simple point. 

the function A·· (assuming that this neglect does 
~ . 

not affect appreciably the values of the functwns 
ai). Then the system (9') reduces to equations of 
the Chew-Mandelstam type: 4 

(i =I, 2, 3), (12) 

where, according to Eqs. (11) and (lOa), 
00 

<B(I) (s)) 1 = b~1 ) + +~ [!p(a, s)bi1> (a)+ lz (a, s)b~1) (a) 

(I) 0 (12a) + 13 (a, s) b3 (a)] da. 

The value of < c<i> ( s) > i is determined in pre­
cisely the same way, whereas the values of 
< B<2> > 2, < B<a> >a and < c<2> >2, < c<3> >a 
follow by cyclic permutations of all indices. In 
this approximation the spectral functions Aij can 
be determin~d from Eq. (9) by making the follow­
ing substitution in the right hand sides of these 
equations 

in agreement with the formulas (4') written for 
the amplitudes B ( i). The resultant values of Aij 
may be substituted into the Eq. (9') in order to 
determine the corrections to the solutions of 
(12) and (12a). The possibility of such an itera­
tional procedure with respect to the functions Aij 
may be actually verified without difficulty. 

For the case of an interaction of neutral me­
sons (when there is only one amplitude 4 of the 
1r1r interaction and all the amplitudes B ( 1 ) and 
cU) coincide with A) the equations (12)- (12a) 
are precisely the same as the equations of the 
Chew-Mandelstam theory. 4 

The system of equations (9)- (9') will be dis­
cussed in detail for a number of specific cases 
in a paper to follow. 

6. CONCLUSION 

The systems of equations (9) and (9') provide a 
solution to the problem of summing of all the con­
tributions to the spectral functions ai and Aij from 
diagrams of the "parquet" type6 (see Fig. 7- 8 ), 
consisting (in an arbitrary part of them) of two 
parts connected by two lines only. 

In the next higher approximation all diagrams 
must be taken into account, which are connected 
by three (four) lines; for this purpose one must 
include three- (or four-) particle intermediate 
states in the unitarity conditions. 

At this time it is not yet possible to give a def­
inite answer to the question: does the above se­
quence of approximations lead to rapidly converging 
(to the correct value) results. The neglect of dis-
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tant singularities (i.e., of those parts of the spec­
tral functions which begin to be nonvanishing in 
distant regions) can be justified provided that the 
integrals of the spectral representation converge 
rapidly. In that case the low energy region sepa­
rates, and the behavior of various processes in 
this region does not depend on the behavior of 
various quantities (e.g., amplitudes, spectral 
functions, etc.) in the high energy region. 

Apparently, this is the case in actuality. The 
fastest increase in the spectral functions Aij is 
to be expected for the elastic scattering amplitude. 
In this case it follows from the optical theorem 
that two of the functions Aij (u, u') increase line­
arly (or almost linearly7) with increasing u or u'. 
At first sight it would seem that the integrals in 
the Mandelstam representation are logarithmic­
ally divergent (or only logarithmically conver­
gent) even after one subtraction. In fact, however, 
even in this case the integrals in the Mandelstam 
representation (analogously to the integrals in 
the dispersion relations for the forward scattering 
amplitude, discussed already by Goldberger and 
Miyaza wa) converge like a power (like du ;u2). 

This is a consequence of crossing symmetry which 
precisely in the case of the elastic scattering am­
plitude leads to mutual cancellation of the fastest 
growing terms.* It is therefore quite likely that the 

*The author is grateful to I. Ya. Pomeranchuk, who called 
attention to this circumstance. 

scheme discussed above represents the first link 
in a chain of rapidly converging approximations. 

The author expresses his gratitude to V. N. 
Gribov, V. M. Shekhter, and A. A. Ansel'm for dis­
cussions on a number of questions in this paper 
and for interesting comments. 
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