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The domain structure of silicon iron crystals before and after heating from room temperature 
up to 550°C was studied by the powder pattern technique. Irreversible changes of the domain 
structure were detected following a temperature cycle. The size, shape and number of closure 
domains change and the boundaries between basic domains are displaced; temperature hyster­
esis of the domain structure is observed. This behavior is explained using the domain theory 
of ferromagnetic structure. 

I. INTRODUCTION 

THE domain structure of a ferromagnetic sub­
stance is known to depend on its basic properties 
(magnetic saturation, the anisotropy and magne­
tostriction constants), its shape and size, and dif­
ferent kinds of lattice defects (residual strains, 
impurities, discontinuities, etc.). Since the basic 
properties are temperature-dependent we may ex­
pect the domain structure to vary with temperature. 
We may also expect that the magnetic structure 
will not return to its original form following a 
temperature cycle, since both reversible and ir­
reversible changes may accompany temperature 
variations. Temperature hysteresis of the domain 
structure should therefore be observed. 

The present work was performed to detect the 
temperature hysteresis of domain structure in 
silicon iron crystals and to establish the most 
general laws of this effect. We are not aware of 
any _previous special investigation of this type. 

ll. DESCRIPTION OF SAMPLES AND EXPERI­
MENTAL TECHNIQUE 

The magnetic structure was observed by means 
of the powder-pattern technique .1 Both single crys­
tals and polycrystalline samples of silicon iron 
(3.5% Si) 15 mm in diameter and 0.3-0.7 mm thick 
were used. The investigated surface of the single 
crystals was approximately parallel to the (011) 
plane. In the case of polycrystalline samples, 
which consisted of large grains 0.5-3.0 mm in di­
ameter, the domain structure was observed on sin­
gle grains having surfaces close to (001) or (011). 
The samples were etched from sheet silicon iron, 
and after mechanical grinding and polishing were 
vacuum annealed at 1250 o C. The magnetic struc-

ture of some samples was studied immediately 
following this high-temperature annealing, while 
other samples were subjected to supplementary 
electrolytic polishing. For the purpose of studying 
the effect of a temperature cycle on the form of 
the magnetic structure, the samples were heated 
from room temperature to different temperatures 
up to 550°C and were then cooled to the initial 
temperature. The samples were heated in a spe­
cial device placed within a vacuum chamber (Fig. 1) 
that was fastened to the microscope stage. A cop­
per core 2 bearing a sample 3 on its upper end 
was inserted into a double-wound electric fur­
nace 1. A copper cover 4 was provided for tem­
perature equalization. A thermocouple 5 was fitted 
into the copper core. The furnace was fastened by 
means of the supports 6 to a heavy water-cooled 
iron plate 7. For the purpose of preventing oxida­
tion during heating the furnace together with the 
sample was placed inside a vacuum chamber con­
sisting of a heavy iron dome 8 and base 7, which 
at the same time provided magnetic screening for 
the sample. Thus the samples were both heated 
and cooled in a vacuum which was free of external 
magnetic fields. 

FIG. 1. Apparatus 
for heating of samples 
and vacuum chamber. 
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FIG. 2. Powder pattern on a crystal surface approximately parallel to the (001) plane (type A structure); a- after demag­
netization, b- after heating to 400° C, c- after re-demagnetization. 

Prior to observation of the domain structure 
each sample was demagnetized in a solenoid by 
means of a field which varied smoothly from 600 
oersteds to zero. The sample was then placed upon 
the heating core 2. A magnetic colloidal suspen­
sion was applied to the surface of the sample; the 
powder pattern was then observed and photo­
graphed. After the suspension had been carefully 
wiped off the sample was covered with the copper 
cap 4, and the dome 8 was fastened to the plate 7. 
After a vacuum had been established the sample 
was gradually heated to the required temperature, 
at which it was maintained during 30 min. When 
the sample and furnace were subsequently cooled 
to room temperature the magnetic suspension was 
again applied to the surface of the sample and the 
powder pattern was photographed in exactly the 
same area as before heating. 

The sample was thereupon demagnetized by a 
variable field and the powder pattern on its sur­
face was again photographed. In the case of mono­
crystalline disks the powder pattern was photo­
graphed along a diameter perpendicular to the di­
rection qf easy magnetization lying in the plane of 
the sample. Repeated observations of the powder 
patterns following successive alternations of care­
ful wiping and applying of the suspension showed 
that this procedure does not affect the magnetic 
structure. 

For the purpose of detecting temperature hys­
teresis of the domain structure we compared the 
powder-pattern photographs of the same area 
a) after the first demagnetization, b) after heating 
and cooling and c) after the second demagnetiza­
tion process. 

III. EXPERIMENTAL RESULTS 

Heating from 20 to 200 o C followed by cooling to 
20°C produced no essential changes in the domain 
structure. With heating to higher temperatures ir­
reversible movements of boundaries between the 
basic domains became clearly distinguishable, ac­
companied by readjustment of the surface domains 
of closure. Reorganization of the domain structure 
was studied carefully following heating up to 400-
5500C; the existence of temperature hysteresis was 
definitely established. Although subsequent demag­
netization in a variable magnetic field restores the 
original type of domain structure, the boundaries 
of the basic domains and the domains of closure do 
not occupy exactly the same positions that are ob­
served following the first demagnetization process 
prior to heating. This irreproducibility follows 
consistently; after each re-demagnetization at 
room temperature the magnetic structure is, as a 
rule, not entirely reproduced in all details. 

The photographs of powder patterns in Figs. 2, 
3, 5, and 6 show how the domain structure is mod­
ified in some of the simplest cases following a 
temperature cycle. Figure 2 shows powder pat­
terns on a crystal having its surface approximately 
parallel to the (001) plane. In the demagnetized 
state (Fig. 2a) two basic domains are visible, sep­
arated by a 180 o boundary, and the surface closure 
domains exhibit a "Christmas tree" structure. 1 

The arrows in the photographs indicate the direc­
tion of magnetization JS in the domains. Following 
heating to 400 o C and subsequent cooling to the 
original room temperature the 180 o boundary is 
observed to move irreversibly to the right (Fig. 
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FIG. 3. Powder pattern on a crystal surface approximately parallel to the (001) plane (type B structure): a- after demag­
netization, b- after heating to 400° C, c- after re-demagnetization. 

2b) and the number of domains of closure (tree 
branches) is reduced. Re-demagnetization (Fig. 
2c) returns the 180° boundary to its original posi­
tion, while the number of closure domains in­
creases and their original appearance is approxi­
mated. 

FIG. 4. Diagram of 
type B structure. 

The powder patterns in Fig. 3 also belong to a 
crystal with its surface approximately parallel to 
(001), but differ from the preceding case by exhib­
iting type B structure (Fig. 3a) in the initial de­
magnetized state.2 This means that the basic do­
mains are located inside the crystal, while the 
observed surface reveals the bases of triangular­
prism closure domains separated by zigzag boun­
daries. Type B structure is illustrated schematic­
ally in Fig. 4. In addition, smaller "comb-like" 
domains of closure are observed within the pris­
matic domains of closure. 2 Heating to 45 0 o fol­
lowed by cooling to room temperature considerably 
modifies the closure domain structure (Fig. 3b); 
the "combs" increase in size but decrease in 

FIG. 5. Powder pattern on a crystal surface approximately parallel to the (011) plane: a- after demagnetization, b- after 
heating to 550°C. 
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FIG. 6. Powder pattern on a crystal surface approximately parallel to the (011) plane: a- after demagnetization, 
heating to 550° C. 

b- after 

number. Following there-demagnetization, how­
ever, the original appearance of the domain struc­
ture is restored (Fig. 3c). 

Figure 5 shows photographs of powder patterns 
on a single-crystal surface approximately parallel 
to (011). The plane of the sample contains one di­
rection of easy magnetization; in the initial demag­
netized state (Fig. 5a) the crystal is divided into 
oppositely magnetized domains separated by 180 o 

boundaries. The surface also reveals a small num­
ber of closure domains shaped like drops of a 
liquid.2 Heating to 550°C followed by cooling to 
room temperature induces an irreversible change 
of the magnetic structure (Fig. 5b) in which the 
boundaries of the basic domains are shifted while 
the drop-shaped regions change in size and de­
crease in number. The dashed lines connecting 
boundaries of the basic domains before and after 
heating show the extent to which the boundaries 
are shifted as a result of the temperature cycle. 

Figure 6 also shows the powder pattern on the 
edge of a monocrystalline disk the surface of which 
is also approximately parallel to the (011) plane. 
Here the easy direction of magnetization closest to 
the crystal surface forms a larger angle with the 
latter than in the preceding case. In the demagne­
tized state (Fig. 6a) the sample is also divided into 
plane-parallel domains separated by 180 o C bound­
aries that exhibit jogs (AA' denotes the upper 
boundary and BB' denotes the lower boundary). 
The surface reveals a large number of drop-shaped 
closure domains, as well as relatively large 
(hatched) dagger-shaped regions starting at the 
edge of the crystal. Figure 6b shows the domain 

structure after heating to 550 o C. 
A comparison of Figs. 6a and 6b shows that the 

temperature cycle does not induce an appreciable 
shift of the boundaries between the basic domains. 
These boundaries become more distinct and 
straighter. At the same time the closure domains 
are considerably reorganized; the drop-shaped do­
mains decrease in number but some of them in-
crease in size. The greatest change is exhibited by 
the dagger-shaped domains of closure located at 
the edge of the crystal. These domains grow much 
larger as a result of the temperature cycle and new 
dagger-shaped domains appear. Within the expanded 
upper dagger-shaped domain in Fig. 6b a new but 
smaller domain of the same type appears with anti­
parallel magnetization. 

The experimental results thus show that a tem­
perature cycle between 20 and 400-500 oc induces 
considerable irreversible change of magnetic 
structure in monocrystalline and polycrystalline 
silicon iron. These changes can be summarized as 
follows: The surface domains of closure change in 
size and shape, and some of them disappear; the 
dagger-shaped domains of closure at the edge of 
the crystal increase in size; the boundaries be­
tween the basic regions are shifted. 

IV. ANALYSIS OF RESULTS 

We shall now attempt to account for the observed 
irreversible changes of the domain structure. We 
shall first determine what changes of magnetic 
structure could be expected when the temperature 
of silicon iron crystals is elevated. At room tern-
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FIG. 7. Diagram illustrating type A structure. Ql- angle 
between the [100] direction and the crystal surface. 

perature a crystal having its surface approximately 
parallel to (011) is usually divided into basic do­
mains separated by 180 o boundaries; magnetization 
of these regions is oriented along the [100] tetra­
gonal axis closest to the surface of the sample and 
forming an angle cp with the latter. This type of 
structure is represented schematically in Fig. 7. 
On the surface and edges of this crystal stray mag­
netic fields appear, whose energy is reduced 
through the formation of closure domains (drop­
shaped domains on the surface and dagger-shaped 
domains on the edge). Energy is expended for the 
formation of the closure domains because bounda­
ries are developed between these domains and the 
basic domains within which the former appear. 
Thus the sizes and shapes of closure domains are 
determined by the relationship between the stray­
field energy and the wall energy. With weakening 
of the stray fields these domains should be re­
duced in size, but their size should increase when 
the wall energy is reduced. 

The energy of the stray fields on the crystal 
surface that is approximately parallel to the (011) 
plane is, according to Kittel, 3 

F 1 = 0.85/~Dsin2 cp /(1 + fl*), (1) 

where D is the width of the basic domains (Fig. 7) 
and J.J.* = 1 + 21r:r;/K. Through study of the domain 
structure by means of powder patterns it has been 
found that in silicon iron crystals having surfaces 
approximately parallel to (011), the magnetization 
Is is parallel to the [001] axis in both the basic and 
closure domains. D can therefore be calculated by 
means of the formula derived for a uniaxial mag­
netic crystal :3 

D = (yLj 1.7/~)';,, 

where L is the length of the basic domains. We 
thus obtain 

0.33/ s sin2 (jl vii 
Fl = ., .. 

1 + ni; I K 

(2) 

(3) 

'Y ,...., ,; aK + bA.~ E is the density of the wall energy ;4 

here a and b are constants of the order of unity, 
A.s is the saturation value of the magnetostriction 
and E is the elastic modulus. In our samples of 
silicon iron K»A.~E (since K~ 3 x 105 erg/cm3, 
(reference 5), ?1. 11001 ~ 2 x 10-5 (reference 6) and 
E ~ 2 x 1012 dyne/cm2). We shall therefore herein­
after assume 'Y ,...., !K. Equation ( 3) shows that F 1 
depends on a number of temperature-sensitive 
ferromagnetic parameters: Is, K, y. 

Our samples were heated from room tempera­
ture up to 400-550 o C. By this process the satura­
tion magnetization of silicon iron is not greatly 
(10-20%) reduced, but the anisotropy constant K 
is reduced by a factor of 3-6.5 For silicon iron 
Is = 1600; therefore 7fl~ /K » 1. It follows that 
F1 ,...., K 5/4/Ig. In view of the fact that with increas­
ing temperature the decrease of Is is insignificant 
compared with that of K, we take 

F1 (T) ~ /(1• (T). (4) 

The temperature dependence of the wall energy 
density is 

r (T) ~ K'1• (T). (5) 

It follows from (4) and (5) that since F1 de­
creases more strongly than y, the surface drop­
shaped closure domains must diminish in size, so 
that some of them may even disappear. 

Both reversible and irreversible changes of the 
domain structure may occur when the crystals are 
again brought down to room temperature. Their­
reversible changes should partially conserve all 
characteristics of the domain structure reorganiza­
tion which result from the higher temperature. In 
the present specific case we may expect the irre­
versibility to be manifested by a different size of 
the closure domains compared with the initial state 
prior to heating. In addition, some of the disap­
pearing closure domains may not reappear because 
nuclei of new regions are formed with difficulty. 
Figures 5 and 6 contain the experimental evidence 
for these conclusions. 

We shall now consider how a temperature rise 
should affect the appearance of the dagger-shaped 
closure domains at the crystal edge (Figs. 6 and 
7). The stray-field energy on the lateral crystal 
surface is 

F2 = 0.85/; D cos2 rp. (6) 

Equation (6) does not contain J.J.* because this quan­
tity may be neglected for large angles between Is 
and the crystal surface in question.1 Substituting 
D from (2) into (6) and considering that in our 
case Is is only slightly temperature-dependent, we 
have 
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F 2 (T) ~ K'1• (T). (7) 

A comparison of (7) and (5) indicates that with ris­
ing temperature F2 will decrease more slowly 
than the wall energy density. As a result the 
dagger-shaped closure domains on the edge should 
gro~; they may also increase in number. Assum­
ing that with a reduction to room temperature the 
structure may not return to its original condition 
(before heating), we may expect a growth of the 
dagger-shaped regions as a result of a temperature 
cycle. This is confirmed experimentally by the 
powder patterns given in Fig. 6, where it is shown 
how the temperature cycle brings about a consid­
erable growth and multiplication of the dagger­
shaped domains. 

We may similarly consider how a higher tem­
perature affects the structure of closure domains 
on a crystal surface approximately parallel to the 
(001) plane. When the surface is accurately paral­
lel to (001) the magnetic domain structure pre­
dicted by Landau and Lifshitz appears. 7 This struc­
ture is shown schematically on the end surface in 
Fig. 4, where the basic domains and the triangular 
closure domains on the edges are represented. 
When the crystal surface is slightly inclined to 
(001) stray fields appear on the surface, and the 
energy of these fields may be reduced through the 
formation of surface closure domains (trees, tree 
trunks, etc.). For this structure, according to Kit­
tel, 3 the width of the basic domains is calculated 
taking the magneto elastic energy into account: 

~ 2 '/ D = (4rL I A[1ooJ cu) ', (8) 

where c11 is the elastic modulus. As the temper­
ature of a silicon iron crystal increases to 500 o C, 
A. 11001 can only increase6 while c 11 decreases 
slightly. D will therefore diminish with rising 
temperature because of the growth of A.uool as well 
as the reduction of K. From (1) and (8) we obtain 
F 1 ( T) ~ K5/4 ( T). We should therefore observe a 
reduction of closure domain size when a crystal 
having its surface approximately parallel to (001) 
is heated. This reconstruction of the closure do­
mains may also follow a temperature cycle, as can 
be seen from the powder patterns in Fig. 2. 

A temperature rise can also affect the appear­
ance of the basic domains. The boundaries between 
these regions tend to assume the positions for min­
imum wall energy. This remains true if the total 
energy of the crystal is not enhanced through in­
creases in other forms of energy. With rising tem­
perature the regions of minimum yare rearranged; 

the boundaries may thus be shifted. The boundaries 
of closure domains may be shifted for the same 
reason. 

It follows from (2) and (8) that a temperature 
rise will also change the equilibrium width D of 
the basic domains. For example, in the case of 
the domain structure represented in Fig. 7 we may 
assume D ~ y112 ~ K1/ 4 according to (2), since in 
our experiments Is changes very little with tem­
perature. Higher temperatures may therefore 
break down the basic domains; in the present in­
stance this may be brought about through growth 
of the dagger-shaped closure domains and through 
their transformation into basic domains.* 

It follows from our analysis that the magnetic 
structure of silicon iron crystals should change 
when their temperature is elevated. t It may be ex­
pected that when the original temperature of these 
crystals is restored some of the changes are con­
served. The existing theory is unable to predict 
the extent of this irreversibility of the magnetic 
structure. Only experiments such as those de­
scribed in the present paper can supply pertinent 
information. We have shown that a temperature 
cycle is accompanied by a boundary displacement 
of the basic domains. 

It is reasonable to expect that the domain struc­
ture of a heated sample will be metastable after 
being restored to its original temperature. There­
fore if a heated sample is demagnetized by a vari­
able field the magnetic structure should on the 
whole return to the original form exhibited by the 
demagnetized sample before heating. This conclu­
sion is confirmed by the photographs in Figs. 2 
and 3. 

The temperature hysteresis of domain structure 
which we have described in the case of silicon iron 
crystals should also occur in all other ferromag­
netic materials possessing a multidomain magnetic 
structure. 

*Strictly speaking, we cannot consider changes of the clo­
sure domains and basic domains independently, since all the 
domains of a crystal are interrelated. In polycrystalline sam­
ples this interrelation also exists between domains located in 
different grains, especially between those which are in conta~t. 
Our treatment is adequate, however, for the discovery of quah­
tative laws. 

tKirenskir and Degtyarev8 used the Kerr effect to observe 
the magnetic structure on the oxidized (011) plane of a silicon 
iron crystal which was heated from 20 to 700° C. No changes 
of the magnetic structure were detected. Since these observa­
tions were made under very low magnification, small heat­
induced changes of the magnetic structure may have been 
overlooked. 
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