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We consider cyclotron resonance in semiconductors with degenerate valence bands. We have 
determined the frequency spectrum (effective mass spectrum) for the case where the mag­
netic field is along the [001] axis. We have shown that there is a branch of negative cyclotron­
resonance frequencies in germanium and silicon. By solving the transport equation we have ob­
tained an expression for the absorbed power and we have considered the problem of negative 
absorption. 

1. INTRODUCTION 

DouSMANIS and co-workers1 have given in are­
cently published paper experimental data on nega­
tive effective masses as obtained by cyclotron 
resonance in germanium. Using a circularly po­
larized high-frequency field, these authors ob­
served, with the sign of the magnetic field negative 
(corresponding to resonance on electrons), a new 
resonance localized in a frequency interval which 
was appreciably different from the known values 
of electron-resonance frequencies. (The magnetic 
field was in these experiments along the [001] 
axis; since the electronic energy spectrum in 
germanium is described by a set of ellipsoids of 
revolution situated along the [111] axes, only one 
frequency value can occur in these experiments. ) 

The new resonance occurs not as an absorption 
but as an emission resonance, in strong contra­
distinction from those observed earlier. Strictly 
speaking it is observed as a gap in the absorption 
background which occurs when H = 0. 

Kromer2 has somewhat earlier drawn attention 
to the fact that the energy spectrum of the "heavy" 
holes in germanium and silicon allows a change in 
sign of the second derivatives of the energy with 
respect to the quasi-momentum, so that the com­
ponents of the inverse-effective-mass tensor m~ 
can become negative in some region of phase 
space. He expressed the hypothesis that negative 
values of the components of mf~ should manifest 
themselves in the occurrence of a negative resis­
tivity under well defined circumstances. Guided by 
Kromer's arguments, Dousmanis and co-workers, 
concluded that they observed resonance on negative 
effective masses, in the sense of the inverse-ef­
fective-mass tensor. From our further exposition 

it will become clear that this point of view is, 
strictly speaking, incorrect. 

One must note, among the other effects observed 
in reference 1, a new clearly resolved resonance, 
which corresponds to a positive effective mass 
smaller than the ones usually ascribed to the 
"light" holes. 

The notes by Kaus3 and Mattis and Stevenson4 

appeared in connection with reference 1. The for­
mer considered the problem of a negative resist­
ance and its connection with negative effective mas­
ses. The whole consideration neglected the magnetic 
field, and the problem of the cyclotron resonance 
was not considered at all. In the second note the 
authors superficially analyzed the problem of nega­
tive absorption during cyclotron resonance, intro­
ducing purely formally two kinds of particles, with 
positive and negative effective mass. 

The new results obtained by Dousmanis and co­
workers force us to give a careful analysis of the 
whole problem connected with hole cyclotron res­
onance in semiconductors with degenerate bands, 
such as germanium and silicon. This is the more 
necessary as all results mentioned here are es­
sentially not included in the analysis given up to 
now (see, for instance, references 5 to 8). For 
the sake of simplicity, all considerations in this 
paper will be for the case where the magnetic 
field H is parallel to the [001] axis. It is easy in 
principle to generalize this to the case of an ar­
bitrary direction of the magnetic field. 

2.. QtJASI-PARTICLE HODOGRAPHS: FREQUENCY 
(KFFECTNE-MASS) SPECTRUM 

Under the conditions which are usually realized 
for cyclotron resonance experiments, the inequal­
ity kT/li"'b » 1 is satisfied, where w0 is the fre-
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quency of the electric field. Since most carriers 
are due to the external energy source, the average 
energy of the particles is as a rule larger than kT. 
The conditions for the quasi-classical approxima­
tion are thus known to be well satisfied. We shall 
take this into account and analyze the hodographs­
the trajectories of the quasi-particles in a mag­
netic field in quasi-momentum space-for degene­
rate valence bands in germanium and silicon. The 
dispersion law can in this case, if referred to the 
cubic axes, be written in the form5- 8 

8 = 2~0 {Ap2 + [82p4 + C2 (p~p~ + p~p; + P~P!)J'I•}, (2.1) 

where p is the quasi-momentum of the particles, 
m 0 the free electron mass, and A, B, and C con­
stants (the plus sign refers to the "light" hole 
band; the minus sign to the "heavy" hole band). 

Let the magnetic field be along the z axis. We 
change to a cylindrical system of coordinates and 
introduce the notation 

x = 8 IP! I 2m0r 1 , !12 = p}_ 1 p;. (2.2) 

We have then instead of (2.1) 

x = A (y2 + I) + [ 8 2 (y2 + I )2 

(2 .1') 

The quantities E and Pz• and therefore also x, 
are clearly conserved in a magnetic field. It fol­
lows from (2.1') that similarly shaped trajectories 
will correspond to a fixed value of x in the planes 
perpendicular to Pz· To find the explicit form of 
the hodographs, we solve (2.1') for y2• After some 
simple transformations we find 

Y2 = i T;:--1 (- iz + V 1;- 4wrs); (2.3) 

ii=A2 -82 -iC2 +iC2 cos4cp, (2.4) 

Tz = 2 (A2 - 8 2)- C2 - 2Ax, 

Is= A 2 - 8 2 + x2 - 2Ax. 

We shall analyze these solutions by using the 
experimental values of A, B, and C for Ge and 
Si. There .are clearly no trajectories for small x. 
They begin at x1, which is the solution of the equa­
tion 'Y~ = 4')'3')'1 ( cp = 1T/ 4), in the form of four sym­
metric points on the bisectors. When x increases 
further, the area of each of the four hodographs 
increases up to the point x2, when the hodographs 
touch the Px and Py axes. The value of x2 can be 
found from the equation 'Y~ = 4')'3')'1 ( cp = 0 ) • In the 
range between x1 and x2 there are thus four hodo­
graphs which possess mirror symmetry, with re­
spect to the planes through the bisector (type I 
hodographs ) ; the cubic symmetry is realized only 
by the four together (see Fig. 1). 

FIG. 1 

When x > x2 Eq. (2.3) has two solutions. We are 
led to two kinds of hodographs with cubic symmetry 
(see Fig. 1), where the area of one kind increases 
steadily with increasing x (type II hodographs ) 
while the area of the second kind contracts to a 
point when x = x3 (type III) for x3 = A - B. When 
x > x3, the double-valuedness ceases but appears 
again at x = x4 = A + B, corresponding to hodo­
graphs of a new kind (type IV). These begin in the 
point y = 0 and increase steadily with increasing 
x. One can show that the first three hodographs re­
fer to the "heavy" hole band and the last one to 
the "light" hole band. We note here a result, 
which is important for what follows, that when the 
dispersion law (2.1) holds along with hodographs 
which are the boundaries of an area that increases 
with increasing x (or € for fixed Pz ), there exist 
also hodographs with the opposite x dependence 
(type III). 

We study now the frequency spectrum corre­
sponding to all types of hodographs. If we consider 
the motion of quasi-particles in p-space for closed 
energy surfaces, we find easily the following ex­
pression for the frequency (see, for instance, ref­
erence 9 and also reference 10 ) 

1 1 c as (a. p;) 
w (e. p2 ) - 2"' eH oe (2.5) 

where S is the area enclosed in p-space by a ho­
dograph with a given value of E and Pz· Using the 
notation (2.2), we get for the case under considera-
tion 

1 1 cm0 iJS' or "'c 1 iJS' (2 6) 
w (x) = - 211: eH ox w (x) = ~ ox ' • 

where we is the cyclotron frequency correspond­
ing to a free positron, and 

S' = ~ y2dcp. (2. 7) 

We can write for the effective mass defined by the 
cyclotron resonance 
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m* (x) I m0 =(I I 2rt) iJS' I ax. (2.8) We find then for w1 

We must draw attention to the fact that both the fre­
quency and the effective mass are functions of x 
only. In other words, we shall have in p-space 
conical surfaces with their vertices at the point 
p = 0, corresponding to fixed values of m* or 
w/wc. 

We consider type I hodographs corresponding 
to the range x1 < x < x2. We change variables: 
cp = 1r/4 + cp'. The expression for S' is then of 
the form 

'Ill 

S' = \ ! V r;- 411'1'a dcp', 
~' 'l't 

-1 
where cp~ is determined from the condition that the 
expression under the radical sign vanishes 

cp~ =~arc sin V r 4 Jr3C2 , 

'1'4 = r;- 4ra (A~- B2) + r 3C2• (2.9) 

We introduce instead of cp' a variable If! through 
the relation 

V raC2 I '1'4 sin 2cp' = sin 2cjl. 
The limits of integration are then equal to ±7r/4. 
Differentiating with respect to x under the inte­
gral sign we get after a transformation 

iJS' 2A(-j2) II1 (&,k)+4(A-x)K(k). 
ax y 13c•(A2 -B2 -C2 /4) Viae• (2•10) 

Here K and n1 are respectively the complete el­
liptic integrals of first and third kind. The argu­
ments J and k are determined by the expressions 

We can use one of the Legendre transforma­
tions11 to change the complete elliptic integral of 
the third kind to incomplete elliptic integrals of 
the first and second kind. As a result, only tabu­
lated functions will enter in the right hand side 
of (2.10) (see, for instance, reference 12). 

An analysis of the expression obtained shows 
that the frequency w decreases monotonically 
in the interval x1 to x2 tending to zero as 
x- x2. Let us find the limiting value of the fre­
quency corresponding to x1• As x- x1, we have 
k- 0 and n1 (J, k)- 1r/2, K(k)- 1r/2. The 
result is 

llle _ 1 ·[2 (A-x) _ Aj2 (XI) j" 
w1 - 2VTa(x1)C• 1 A 2 -B2 -C2!4 . 

We use the values of A, B, and C for germanium 
and silicon, which are given in the most recent 
papers6•8 

Ge: 
Si: 

A 
13.1 
4,0 

B 
8.3 
1, 1 

c 
12.5 
4, I (2.12) 

Ge: 
Si: 

wllwe=3.0, 

W1 I We= I ,56, 
m: I m0 = 0,33; 

m~ I m0 = 0.64. (2.13) 

One can show that (2.10) tends logarithmically 
to infinity as x- x2. This occurs because the 
condition 8E/8pl = 0 for cp = 0, 1r/2, 1r, 37r/2 is 
realized for x = x2 in a saddle point. In that 
sense we have a situation similar to the one that 
occurs in metals when one changes over from 
closed to open surfaces (see, for instance, refer­
ence 9). 

We consider now type II hodographs. We write 
the expression for the frequency as 

21t 

we I w = (2rtt1 ~ (iJy2 1 ax)'~' dcp. (2 .14) 
0 

Using (2.3) we obtain after a number of transforma-
tions the expression (x2 < x < x3 and x4 < x < oo) 

(2.15) 

(2.16) 

For x3 < x < ~ we have 

A +_! (A-x) K(k) 
<0 = -:V-r(;=;A""•=-=n""•;=_===;:c""•;""s)""•=-=(:;=;;C;;;=•;""s>c:;=•= '"YT,+ITaiC• 

2A,. n k) 
1 (-&, ' 

7t (A2 - B2) -v ,, +I 'l'sl c• 

& =-c• 14 (N- B 2). 

(2.17) 

A study of Eqs. (2 .15) and (2 .17) shows that the 
frequency increases monotonically from zero at 
x = x2 to a value Woo as x- 00 • As x- x2 + 0, 
the period tends logarithmically to infinity. 

Let us determine the value Woo • As x- 00 

[see (2.16)] 

(2.18) 

and the frequencies and effective masses of Ge 
and 'Si are respectively equal to 

Ge: Woo/ We= 3.6, m;., I m0 = 0:28; 

m;.,lm0 =0.46. (2.19) 

For type III hodographs the integration of (2 .14) 
leads to the following final expression 

roe __ {4(A-x)K(k)- A 
;;;-- '"Vi• V(A'-B•-c•!S)•-(c•;s)• 

2A (- Ia) 1 II (& k)~ (2 20) + '"Vi• A•-B2 -C2 /4 1 ' J' • 
Here J and k are defined according to (2.16). 
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The expression within the curly brackets is 
always positive in the range where type III hodo­
graphs occur. We are thus led to a branch of 
negative frequencies and, hence, of negative ef­
fective masses [defined in the sense of (2.8)]. We 
must note that the sign of the effective mass in 
(2.8) depends on the first derivative a€/apl and 
is not directly connected with the sign of the sec­
ond derivatives. 

The absolute magnitude of w increases steadily 
in the region considered, from zero ( at x = x2 ) to 
a limiting value w3 corresponding to the disappear­
ance of this kind of hodograph (x = x3 ). At x = x3 

=A - B the quantity k vanishes and one checks 
easily that 

(2.21) 

Substituting this value into (2.20) we get after some 
transformations the following simple formula 
for w3 

w3 lwe= -(C2 +2B2 -2AB)I2B. (2.22) 

This expression depends only on the constants in 
the energy spectrum. Using the values (2.12) we 
find 

Si: 

For type IV hodographs the frequency is deter­
mined by the same expression (2.20). Now, how­
ever, x4 < x < oo , and the expression within the 
curly brackets is always negative. We are led to 
a branch of positive frequencies corresponding to 
the ''light" hole band. Hodographs of this type ap­
pear first at x = x4 =A + B with a finite frequency 
w4. When x increases further, the frequency de­
creases steadily to a value w:,. 

At x =X( the quantity k tends again to zero and 
II1 attains the value (2.21). After an appropriate 
transformation we are led to the expression 

(2.24) 

For germanium and silicon we have respectively 

Ge: w4 I We~ 30.8, m: I m0 ~ 0,032; 

Si: 

W/t.J, 
3Q 

25 

2D 
15 
/Q 

5 JI"' 
Or1~~--~--~~~~~~--~''0z 
5 -7 ~Ill lOx, JO #} 50 60 " 

FIG. 2 

(2.25) 

w;w, 
J 
2 
I 

0 3: 
6 7 

I 

z 
J 
4 

5 
FIG. 3 

As x - oo the quantity k tends to the value 
(2 .17) and for w~ we find from (2 .20) 

Ge: w~ I We~ 22.3, m';;, I m0 ~ 0.045; 

Si: (2.26) 

In Figs. 2 and 3 we have given the whole fre­
quency spectrum corresponding to the valence 
band of germanium with H along the [001] axis. 
Clearly the behavior of the cyclotron resonance 
depends essentially upon the form of this spec­
trum. In particular, the appearance in reference 
1 of negative effective masses is intimately con­
nected with the negative branch of frequencies 
corresponding to type III hodographs. The pres­
ence of three free ends of frequency branches, 
where the frequency attains a maximum absolute 
value, is noteworthy. 

3. SOLUTION OF THE TRANSPORT EQUATION 

As was noted in the preceding section, the 
condition for quasi-classical behavior is satisfied 
under the normal experimental conditions for 
cyclotron resonance. We restrict ourselves there­
fore to a consideration of the classical transport 
equation 

~~ + vvf + tf (eE + + [vx HJ) = L (f -- f(ol) + N- M, 

V=iJsliJp. (3.1) 

Here L is a linear operator corresponding to the 
collision integral, and N and M are terms de­
scribing respectively the creation and absorption 
of quasi-particles and referred to a unit volume 
( M is generally speaking a functional that depends 
on the distribution function of all the kinds of 
quasi-particles). 

The need for introducing N and M into Eq. 
(3.1) is connected with the fact that, because of 
the low temperature, the cyclotron resonance 
experiments are performed on non-equilibrium 
carriers which are produced either by illumination 
of the semiconductor or by secondary ionization 
when the carriers collide with impurity atoms. In 
order to be specific we shall assume that the car­
riers are excited by illumination. We can write 
the solution of Eq. (3.1) in the form 
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f = fo (r, p) + ft (r, p, t), 

where f0 is the stationary solution corresponding 
to E = 0. Assuming that the diffusion length is 
large compared to the mean free path and that the 
electrical field is sufficiently small, we can use 
the fact that the operator L is linear to write 
down the following set of equations 

vvfo + + [v xH]~~ = L Uo- t<o>) + N- M, (3.2) 

iJf1 + ~ [v X H) at1 + eE a{o = L (f) (3.3) 
~ c ~ ~ 1· 

We can easily transform Eq. (3.3) into 

i!b + w a[J + eE ato = L (f ) (3.4) at ay_ ap 1 ' 

where w is the frequency of the rotation of the 
quasi-particles in the azimuthal plane, which is 
determined from (2.6), and lf! is defined by the 
expression 

cJ! = :~ ~ ( ~~· )cp,p zder. 
0 

The solution of Eq. (3.2) when the creation and 
absorption terms (and the appropriate boundary 
conditions) are present leads to a value of fo which 
is in general a function of p.. It is therefore nec­
essary to find the solution of (3.4) for an arbitrary 
dependence f0 ( p). ( r enters into the equation 
purely as a parameter and will not be specially 
designated in the following.) 

The problem of solving the transport equation 
for an arbitrary dispersion law E ( p) and of apply­
ing it to galvanomagnetic phenomena in metals was 
first considered consistently in a paper by I. M. 
Lifshitz, Azbel', and Kaganov13 and also by Mc­
Clure,14 We use in the following a method for 
solving (3 .4) which is along the same principles 
as the method given in these papers. 

At the temperatures under consideration the 
carriers are scattered by impurities. We use this 
fact and introduce instead of L ( f1 ) approximately 
-f1/r (p ). Taking into consideration that E ,.., eiwot 
and thus f1 ,.., eiwot, we change (3.4) into 

w iJfl + f 1 1 + iroo't + eE iJfo- 0 
a<jJ 't ap- . 

A solution of this equation which satisfies the ob­
vious periodicity condition can be written in the 
form 

4> f 4> 

f1 =- e! j, aJ; exp\- ~ ~. d: (1 + iw0't)} dcp'. (3.5) 

We introduce instead of T some value of this 
quantity averaged over the hodograph, according to 

~dtjlj-c(p)=lj-c' (-c'=-c(pz,s)). 

We expand 8f0/ap in a Fourier series in 1/J 
00 

(3.6) 
m=-oo 

After some simple manipulations we get then 
00 

m=-oo 

We can write the corresponding expression for the 
current in the form 

e2E 00 

j =- 2 {2rt; 3 ~ ~ d3p-c'vF ma.fim<J.; /(I + iw0-c' + imw-c'). 
m=-oo (3.7) 

(Summation over repeated Greek indices is im­
plied throughout.) 

We expand v in a Fourier series in lf! and per­
form in (3. 7) the integration over 1/J. Returning 
again to the integration over the whole phase vol­
ume, we get 

e2E 00 
\ 

j =- 2 (2d.f L] J d3p<.'v~Fwa. /(I + iw0<.' + imw<.'). 
m=-oo (3. 7') 

Let us determine the power absorbed per unit 
volume of the semiconductor. We consider the 
case of circular polarization of the electrical field 
in a plane perpendicular to the magnetic field, i.e., 
Ey = iEx. Omitting the intermediate steps, we can 
then write the final expression in the form 

P = p~e (jE*) = 

(3.8) 

Equation (3.8) enables us to analyze the problem 
for any type of p-dependence of f0• 

We restrict ourselves to the case where the light 
is incident along the direction of the magnetic field 
(as was the case in the experiment by Dousmanis 
and co-workers1 ). Taking into account that 
w0T' » 1 and that in (3.8) the main contribution 
comes from carriers with w near to w0, we can 
assume then that 

fo = fo (s, Piz). (3.9) 

Equation (3.8) simplifies then and becomes equal to 

e•E• oo "f ) , 
P - - 2 - 0 "'V \ d3 (~ --,-,---=---,-'t~~~ 

- (2rt1i)3 Ll ~ P 8E Pz 11 + (mro't')2 - (ro0't')2 ]2 + 4 (w0't')2 

m=l 

X {(! Vmx\ 2 + ! Vmy1 2 ) [I + (mw'-c') 2 + (w0<.')2] 

+ 4mw0w-c' 2 Im (VmxVmy )}. (3.10) 

When the hodographs possess a symmetry axis 
of the fourth order, one can transform the expres­
sion obtained into the. form 

(3.11) 
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1 + (m0 + (-1)m(2m + 1) mj2't'2 Lzm + 1 = ":' -;-;----,-='-__,_,_'-:-:--:c_,_~___,_-,------'-::-,;'=-'c______,---,-----,-,-=-
(1 +(2m+ 1)' (m'<')•- (mo'<')2 J2 + 4 (roo'<')• (3.12) 

We use the expressions for the velocity com­
ponents, which can easily be found from the equa­
tions of motion 

Vx = (I I m*) (Upy I u~)Pz·'' Vy = - (I I m*) (UPx I 84) Pz·•· 

Taking into account that all types of hodographs 
possess mirror symmetry, we find 

21t 

Vnx I [ IPz/] = 2n ~ \ /Py/ sin n~d4 = f(x), 
mo 1t "'c ~ Pz 

, I] . 2" r !Pz - m "' Px - ' Vnu/ L- -- z--~ 1-1 cosn~4=f (x).(3.13) 
mo 1t "'c 0 P:z 

Let us expand y = P1/l Pzl in a cosine Fourier 
series (when considering type I hodographs we 
assume that the origin is chosen on the bisectors 
in the points where the hodographs start) 

co 

Y = ~ Ym(x) cos mrp. (3 .14) 
m=O 

One shows easily that the Fourier components of 
the velocity are determined by the quantities 
Yn(x). 

We change in (3.10) and (3.11) to the integration 
variables €, Pz, and l/J. Taking into account the 
fact that w ( x) is not single-valued for the "heavy'~ 
hole band we have 

co x2p;j2m0 co 

~d3p ... = 2rr ~ dp2 {4 ~ m*ds ... + ~ m*ds ... 
-co 

X1P;j2mo XzP~/2mo 

X3P;j2m0 

+ ~ (- m*)ds ... } ~ (3.15) 

X2P;j2m, 

and for the "light" hole band 
co co 

~ d3p ... = 2rr ~ dp2 ~ m*ds ... (3.15') 

-co X 4P;j2m0 

[In (3.15) the m*'s are in the sequence of integrals 
over dE determined with respect to the first, sec­
ond, and third branch of the frequency spectrum.] 
The infinite upper limit was chosen in the conven­
tional way: we assume that the distribution func­
tion vanishes with increasing Pz ( €) before any 
deviations from (2.1) in the dispersion law become 
app:;~.rent. 

We substitute (3.13) into (3.10) and (3.11) and 
use (3.15). One sees easily that the integrand turns 
then out to be proportional to the frequency. As a 
result, singularities occur sometimes in the res­
onance spectrum curve, not only at extrema of 
the frequency, but also near maximum values at 

the limits of the frequency-spectrum branches. 
To be sure, the realization of such a possibility, 
together with the shape of the singularity, depends 
essentially on the steepness of the change in fre­
quency and on the character of the behavior of the 
complete integrand near these points. In partic­
ular, the position is alleviated when the second end 
point of the branch corresponds to zero frequency. 

We have shown in the preceding section that for 
the dispersion law (2.1) there are three such points 
in the frequency spectrum. If we turn to the cyclo­
tron resonance spectrum in germanium, which was 
obtained in reference 1, it turns out that w3 is the 
same as the observed resonance frequency for 
negative effective masses, and that w4 lies near 
the frequency of the second new resonance, which 
corresponded to holes with m* lower than the 
effective mass of the "light" holes. [We are deal­
ing here with the normally determined values -
they are the same as the m~ in (2.26) ]. 

The frequency w1 is near Woo, the frequency of 
the usual "heavy" holes [compare (2.13) and (2.19)]. 
Since the latter corresponds on the spectral curve 
to a wide resonance with a large intensity, the res­
onance at frequencies near w1 cannot appear ex­
plicitly. It is, however, possible that there are 
some singularities in the resonance curve near 
w00 which are connected just with the first frequency 
branch. 

We note that since the hodographs connected with 
the first frequency branch do not possess a sym­
metry axis, even harmonic frequencies may occur 
under well defined conditions near the frequency of 
the "heavy" holes. 

4. CHARACTER OF THE CYCLOTRON SPECTRUM 

Let us briefly analyze the conditions under which 
the usual increase in absorption near a resonance 
can be replaced by a decrease (with respect to the 
level of absorption for H = 0 ) or even change over 
to an emission spectrum. It can be seen explicitly 
from (3.10) and (3.11) that P is always positive if 
8f0/8€ < 0. In order that the sign of P change it is 
thus at any rate necessary that there be in p space 
a region with the opposite character of level popu­
lation. This condition is, however, not sufficient. 
The fact is that the inevitable decrease of f0 at 
sufficiently large energies leads in the most favor­
able case to the simultaneous occurrence of re­
gions with 8f0/8E > 0 and 8f0/8E < 0. Larger val­
ues of the energy correspond, however, to a larger 
phase volume. In the case under consideration this 
leads, in particular, to P > 0 for any form of the 
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function f0 ( € )* (see below), if f0 is a function of 
the energy only. 

For the sake of simplicity we shall consider 
only the first harmonic. Using (3.10), (3.11), 
(3.12), and (3.15) we can write the expression for 
the "heavy" hole band in the form 

p 4rce2£g r 2 { X2Pv2m, (ato) w 
1 = - mo (2rc1i)S .) dPzPz 4 .) 7fe Pz ~ 

0 X1P;/2m0 

+ 

XaP;/2mo 

+ 2~ (~: )Pz (- ~ ) y~L~ds} · (4.1) 
X2P 2 j2mo 

[The expression for L1 can be obtained by com­
paring (4.1) with (3.10) and taking (3.13) into ac­
count.] If f0 is not an even function of Pz (in the 
given point in the volume of the semiconductor) 
we must understand by f0 in (4.1) (and in the fol­
lowing) the quantity i[fo(-Pz) +fo(Pz)]. 

We integrate by parts (with respect to E) in 
the expression obtained. One sees easily that the 
integrands tend to zero for all finite limits of in­
tegration. Changing from E to the variable x 
[see (2.2)] we get then 

47C e2E~ r 0 { t a [ "' ' J 
P1 = mo (Zrct)s.) dpzp; 4 J fo ax ~ y~L1 dx-

0 x, 

+ r f o a~ [ ~; y~L~] dx + r f o a: [ (- ~ ) ygL~ J dx} • 
x2 x, (4.2) 

Since f0 is essentially positive, the negative 
contribution to p1 can only be connected with re­
gions where the derivative 

a [I {l) I 2 , ] -/ {l) I L' dy~ 2 a [ I "' I L'] ax w; YoL1 - ~ '([X+ Yo ax _ we 1 (4.3) 

becomes negative. 
Let us consider the region of negative frequen­

cies ( x2 < x < x3 ) • In that region (and only in that 
region) a2y~/ax < 0. If we take into account that 
Yo (x) - 0 as x- x3, it follows from (4.3) that 
the integrand in the last integral in (4 .2) becomes 
negative near x3• When w 3 approaches w0 this 
can, for a well defined form of the function f0, 

correspond to a decrease in p1 or even to a nega­
tive value of that quantity. 

We give here an approximate discussion that 
enables us to make some observations about the 
corresponding form of the function f0• To do this 

*We assume all the time that fa vanishes with increasing 
energy before the dispersion law changes appreciably. 

we consider a value of the magnetic field which 
selects an interval of negative frequencies far 
from the end point of the branch. Let w0T' » 1 
and let the integrand in (4.1) change sufficiently 
smoothly in the range of X defined by the reso­
nance denominator in L~ . Neglecting the first 
two integrals and changing first the order of in­
tegration in (4.1), we find after some manipula­
tions 

Yo (xo) w (Xo) dro a 
P1 = const · --,1- --- · -d \ dss'l2 (- Jo) 2 I II 1-1 00 I Xo 2 We X J ae Pz 2 

0 Pz =2m0E/X0 

(4.4) 

Here x0 is the value of x for which the frequency 
w is equal to w0• 

One can consider f0 in (4.1) to be a function of 
p~. Taking this into account, we have 

We substitute this expression into (4.4) and inte­
grate the first term by parts 

00 
{ 3 'I ( I 1~ s s' 0 -- - • P ~d _'If +2moe 2 afo)} 

0 2 Xo ap; • P;=2m,Eix, 

It can be clearly seen from this expression that if 
f0 depends on the energy only, p1 will always be 
positive. For an emission spectrum to occur in 
the frequency interval considered, it is thus at 
any rate necessary, that, together with the regions 
where ( 8f0/8E) Pz > 0, there exist a region where 
( 8f0/0 Pi) E < 0, or more precisely where 

i_ moe (a In fo) I < _ 1 (4 •5) 
3 Xo ap; E p;=2t11o<lx, • 

We note that, other things being equal, inequality 
(4.5) is best satisfied for the minimum values of Xo· 

The condition obtained here is physically con­
nected with the necessity of a steep decrease in 
the number of particles which give a contribution 
to p1 in that energy range where ( 8fo/8E )pz < 0. 
(It is clear that an equivalent result might be 
obtained if the dispersion law (2.1) were changed 
in that energy range in such a way that the given 
interval in the frequency spectrum would vanish. 
Compare a similar remark in reference 4.) 

We must note that the ability to emit rather 
than absorb energy in cyclotron resonance experi­
ments for an arbitrary initial non-equilibrium 
distribution is, apparently, not an exclusive privi­
lege of the negative frequency range. In particular, 
an approximate analysis similar to the one given 
in the foregoing might also be used for the first 
frequency branch. (Although the first term in 
(4.3) is positive, the second term, which can change 
sign, will lead to a negative value of the integrand 



1340 Yu. KAGAN 

when the distribution has an inverse character.) 
We require here, to be sure, additional limitations 
on the function f0, which are connected, moreover, 
with the fact that the second branch possesses also 
the same frequency interval. 

The author uses this occasion to express his 
sincere gratitude to L. D. Landau and M. I. Kaganov 
for valuable discussions of the results of this paper. 
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