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An approximate system of dispersion equations for the meson and nucleon Green's functions 
and the vertex function is studied in pseudoscalar charge-symmetric mesodynamics. The 
asymptotic behavior of these functions, corresponding to infinite values of Z2 1 and 23 1, is 
determined in the weak-coupling case. 

1. INTRODUCTION 

IN this paper we present certain results of a study 
within the framework of the dispersion relation ap­
proach, of the single-particle Green's functions and 
the vertex function in pseudoscalar charge-sym­
metric mesodynamics. The analogous problems as 
they appear in electrodynamics have been discussed 
previously.1•2* The main purpose of this type of in­
vestigation is a clarification of the asymptotic be­
havior of the Green's functions. This would make 
it possible to decide on the renormalizability prop­
erties of the theory and on the connection between 
the dispersion relation and Lagrangian formula­
tions of quantum field theory. However, the analy­
sis of the simplest approximate set of dispersion 
equations shows that in all probability there exists 
no effective expansion parameter (even in the weak 
coupling case ) in the asymptotic region which 
would make it possible to estimate the contribu­
tions from many-particle Green's functions. For 
the strong coupling case the problem of boundary 
conditions which would determine a unique solu­
tion (see Sec. 3) remains unsolved. 

It should also be mentioned that, in contrast to 
the approximate dispersion equations for scatter­
ing problems (obtained on the basis of the Mandel­
starn representation6 ) where one studies matrix 
elements on the energy shell with free external 
lines (pi = mi), for a study of contributions to the 
asymptotic region of single particle Green's func­
tions and the vertex function due to higher order 
approximations it is necessary to know the ana­
lytic structure of matrix elements with virtual 
(pi ;.! mp external lines. 

*In a similar vein are the papers by Redmond and Uretsky3 

and by Bogolyubov, Logunov, and Shirkov• (see also reference 
5). 

In Sec. 2 the approximate equations are de­
rived for the meson Green's function .6. (q2 ), nu­
cleon Green's function G ( p), and the vertex 
Green's function Fi(p, p'). The derivation is 
based on the analytic structure of these functions 
and the unitarity condition. Dispersion relations 
are proven for Fi(P, p') as a function of p2 in 
the physical region (p' 2 = m2, q2 = (p -p')2 = JJ-2 ). 
In Sec. 3 is discussed the approximate set of equa­
tions which reduces to the solution of the Hilbert 
problem. 7 A unique solution is obtained by making 
use of the boundary condition (13c) and the re­
quirement that the solution, if it can be expanded 
in a power series in the coupling constant (weak 
coupling), should coincide with the corresponding 
perturbation theory series. The asymptotic be­
havior of Fi(p, p') in p2 and q2 is found in the 
weak coupling case. The results obtained are dis­
cussed briefly in Sec. 4. Section 5 consists of a 
mathematical appendix. 

2. DERIVATION OF THE EQUATIONS 

1. The dispersion relations for the meson 
Green's function .6. (x -x') Oij = i < 0 I Tcpi (x) 
X <Pj(x') I o> and the nucleo~ Green's function 
Gaf3(X -x') = i < 0 I Tlf!a(x) l/!f3(x') I O> can be 
derived without particular use of the causality 
principle (see, e.g., reference 8) and have the 
form* 

00 

1 ~ . 1 ~ p (q'2) dq'2 
A (q2) = (2 )• e•qxt:J. (x) dx = 2 2 . + ,2 2 · • 

1t p. -q -Ia q - q - za 
(S!J.)' (1) 

G(p)=-~-/·eiPXQ(x)dx= ~ . + r PdP,'22l+fP2(p'!'dp'2. 
(2n) J m _p-ta ~ p - p - te (2) 

(m+~l' 

*We assume here that A(q') and G(p) fall off as their argu­
ments increase; r = X~ - r; i, j = 1, 2, 3 are the isotopic in­
dices of the meson; a, {3 (= 1, ... 8) are the spinor and iso­
topic indices of the nucleon. 

1298 
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Here cp ( x) and 1/J ( x) are meson and nucleon 
field operators in the Heisenberg representation; 
m and JJ. are the nucleon and meson masses; 
p and PA. are real spectral functions with the 
properties: p 2: 0, p2..fPI ± p 1 > 0, p 2 > 0; all 
quantities are renormalized quantities. 

Making use of the equations of motion 

(Ox- p.2) cp; (x) = j; (x), (iv x- m) 4 (x) = 'Yj (x) 

(where 
. ( ) . liS S* ( ) . liS S*, 
1 X = l O'!';n(x) ' "fj X = l li<J!;n (x) 

S being the S -matrix operator: I nout> = s I nin>, 
where the states I nin > correspond to incoming 
and the states I nout > to outgoing waves ) as well 
as of the expansion in terms of a complete set of 
states I nin > ( or I n out>) we find 

P (q2) = i- (2~t)3 Sp ~ (p.~-q2r2 (0 I j; (0) lnin><ninl j; (0) In) 
n 

X o (Pn- q), (3) 

n 

X (nin I~ (0) In) o (Pn-p). (4) 

Thus, in order to find p and Pll. for all values 
of the arguments, one would have to know all the 
matrix elements < 0 I j In> and < 0 I Tj In>; in 
practice this is an insoluble problem. The follow­
ing expressions are found from covariance consid­
erations for the simplest matrix elements 
< 0 I hI Pt•P2> and < 0 IT/ I Pt,qt>, where I Pt• P2> 
is a state of a nucleon ( p1 ) and antinucleon ( p2 ) , 
and I p1, q1> is a state of a nucleon (p1 ) and a 
meson (q1 ): 

q = Pt+ P2; 
(5) 

('2q10)'1• (0 I 'Yj I PtQl) = ifi'"C; (F 1 (p2) + p'F 2 (p2)) u- (pl), 

The 1: 1 < ... > in Eq. (7) and the 1: 11 < ... > in 
Eq. (8) denote the contributions of all remaining 
terms to p and PA. respectively. Since each term 
in 1: 1 and 1: 11 gives a positive contribution to p 

and p2, the study of the asymptotic behavior of the 
first terms on the right side of Eqs. (7) and (8) 
gives important information on the renormaliza­
bility character of the theory9 (see also subsection 
4). * Consequently, as a first approximation, one 
may start the study of the properties of p and PA. 
from an analysis of F (q2) and F71,(p2 ). 

2. The analytic properties of F and F71. follow 
from the analytic properties of the vertex Green's 
function t 
F~ (p, p') = i ~ eipx-iqu(Du- p.2)(iVx- m) 

x (0 1 T 4 (x) cp; (y) 1 p') dxdy = (27t)4o (p _ q _ p1 ) i ~ eipx 

X (iv x- m) (0 IT 4 (x) j; (0) r p') dx = (21t)4 0 (p- q- p') 

x i ~e-iqx(Du- p.2)(0 1 T 'Yl (0) cp; (y) 1 p') dy. (9) 

It is not difficult to see that [in the following 
we omit the factor ( 27T )4 6 ( p - p 1 - q) from 
FC(p, p')] 

D (p) F; (p, p')-+ <PI j; (0) I p') 

= [; (p) ro-r:;F (q2) U (p'), P2-+ m2 , Po> 0; 

F~ (p, p')-+ (2qo)'I•(O I 'Yj (0) I p', Q;) 

In the general case 

(10) 

(ll) 

F~ (p, p') = lo-r:t(Ft(p2, q2)+ p F2 (p2, q2)) U (p'), (12) 

where U=F are solutions of the Dirac equation for *We observe that the nucleon+ antinucleon state is not the 
a particle and antiparticle, and F and F71. (71. = 1, 2) lowest energy state in~ in Eq. (3); therefore a study of this 

are invariant functions.* 
Introducing Eqs. (5) and (6) into (3) and (4) we 

obtain 

r < q2) = <1J. 2_ q2r2 q2( 16lt2r1 

(I- 4m2jq2)'1•1 F (q2) :2 8 (q2- 4m2)+~~( ... ), (7) 
n 

*The function F(q2 ) may be called the mesonic form factor 
of the nucleon. 

state does not lead to any quantitative results whatever about 
the behavior of ~(q2 ) in the region q2 « m2 • Apparently states 
In> in Eq. (3) with 3, 5 ... (up to n = 2m/p.) mesons play a 
dominant role in this region. However an analysis of these 
states is beset by great mathematical difficulties. The meson 
+ nucleon state in Eq. ( 4) is the lowest energy state [since 
p~ > (m + p.)2 ] and so the contribution of this state may be de­
cisive in determining the behavior of G(p) in the region 
\p2 l < (m + 2p.) 2 • 

tThe vertex Green's function should be distinguished from 
the vertex part [see below, Eq. (14)]. 
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and it follows from a comparison of Eqs. (10), (11), 
and (12) that 

F (q2) = p 1 (m2, q2) + mF2 (m2, q2), (13a) 

FA(p2) =FA (p2, [1-2), (13b) 

F {[J-2) = F1 (m2 , [1-2) + mF2 (m2 , [J-2) = g, (13c) 

with g the renormalized coupling constant. 
The vertex Green's function Ff(p, p') and the 

vertex part r~(p, p') are related by 

F~ (p, p') = {tL2- q2) b. (q2) (m- p) G (p) r! (p, p') u (p'). 
(14) 

Let us begin by studying the analytic properties 
of Ff(p, p') as a function of q2• For p2 < 0 

n (p, p'> = Ft (p, p') 

= i ~ e-iqx (Ox- [J-2) <O I fJ .(x) [cp; (x), "fj (0)]_ I p') dx, 
(15a) 

i.e., Ff coincides with the retarded Green's 
function. Let us also introduce the advanced 
Green's function 

Fj(p, p') 

=- i ~ e-iqx (0 - [1-2) <O I fJ (- x) [cp; (x), "fj (0)]_ I p') dx. 
(15b) 

In the system p' = 0, as a consequence of the 
identities 

p• _ q' _ m• p• + m• _ qz 
qo = 2m ' Po = 2m ' 

I = I I = ((q2 - m•- pZ)Z- 4p•m• )'/, 
pI q 4m2 ' (16) 

the functions Fi and Fi can be directly analytic­
ally continued into the upper and lower half planes 
respectively of the complex variable z = q2• Since 
on the real axis we have Fi (p, q2 ) = Fi (p, q2 ) for 
q2 < (3J..t}2, a single analytic function Fi(p, z) ex­
ists, regular in the entire complex plane cut along 
( 31J. )2 =:::; q2 < oo * with 

lim F; (p2, z) = F! (p2 , z). (17) 
Z->q'±ie 

In an entirely analogous manner one proves that 
for q2 < 0 there exists a single analytic function 
F i ( z', q2 ) regular in the entire complex z' = p2 

plane except for the cut (m + 11- ) 2 =:::; p2 < oo on the 
real axis. Here 

lim. F; (z', q2) = F! (z', q2) = + i \ eiPx (i'V",;- m) 
z'~p1 ±tE J 

x
1
<0 I fJ (+ x) I <!I (x), j; (O)L I p') dx, 

Ft (p2, q2) = F~ (p, p'), q2 < 0 (Im z = Im z' = 0). (18) 

*Strictly speaking it is the invariant functions F,(p\ z) 
and F2(p2 , z) of Eq. (12) that have these analyticity proper­
ties. 

Since for Re z < (31J.) 2 and Re z' < (m + 1J.)2 the 
functions Fi (p2, z) and Fi ( z', q2 ) coincide it 
follows that they represent a single analytic func­
tion Fi (z', z) of two complex variables z' and z. 

For real values of z and z' the expression 

- i- ivr5 £Ft (p2, q2) _ F-; (p2, q2) + P (Fi (p2, q2) 

_ F;: (p2, q2))] 

is equal, for p2 < 0, to 

} (21t)4 ~ <0 I i (0) In> <n I"'' (0) I p'> o (Pn- q). (19) 
n 

and, for q2 < 0, to 

} (21t)4 ~ <O i "fj (0) In) <n I j (0) I p') o (Pn- p) (20) 
n 

The expression (20), which is the absorptive 
part of F (p2, q2 ) for q2 < 0, can be analytically 
continued to the physical point q2 = 11- 2 provided 
that p2 =::: ( m + 11- ) 2• Indeed, the matrix element 

(21t)4 <n I j (0) I p') o (Pn- p) = ~ e-iqx <n I j (x) I p') dx 

goes over as q2 -11-2, q0 > 0 [since, as a conse­
quence of conservation of nucleon number, p~ = p2 

= (p'+ q)2 =::: (m + 11- )2 ]* into the matrix element 
for the scattering of a meson by a nucleon into a 
final state n in the physical region of total en­
ergy Po = (Po + q0 ). Thus it is rigorously proved 
that the functions F~(p2 ) [see Eqs. (6) and (13b)] 
are boundary values of analytic functions FA ( z ) 
= FA (z, q2 )(q2 -11-2 ) regular in the entire com­
plex plane except for the cut ( m + 11- ) 2 =:::; Re z < oo 

(Imz=O). 
As regards the absorptive part (19), it is not 

possible in the general case to prove the validity 
of analytic continuation to the point p 2 = m 2 for 
an arbitrary ratio of m to 11- starting from only 
the covariance, causality and spectrum properties 
of the theory, 11 although such proof is possible in 
any order of perturbation theory. 12 In what fol­
lows we shall neglect the terms in Eq. (20) with 
p~ < 4m2 so that in our approximation F ( q2 ) 

[see Eqs. (5) and (13a)] is the boundary value of 
an analytic function regular in the entire complex 
plane except for the cut 4m2 =:::; Re z < oo. We do 
not explicitly write out the dispersion relations 
for F ( q2 ) and FA (p2 ) since this requires a 
knowledge of the asymptotic behavior of F ( z) 
and FA ( z ) as I z I - oo • This question is clari­
fied in Sec. 3. 

3. In essence, Eqs. (19) and (20) express the 
unitarity conditions for the vertex Green's func­
tion Fi(p, p'), which make it possible to relate 
Fi(p, p') to other matrix elements. It is much 
more difficult to decide now what is a reasonable 

*Electromagnetic and weak interacticns are i1!1J.ored. 
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approximation than in the case of p and PA.• 
since the contributions of the various terms to 
the summation over n in Eqs. (19) and (20) have 
different signs. At this time we can suggest noth­
ing better than a restriction to the simplest terms 
in Eqs. (19) and (20), i.e., keeping the term corre­
sponding to the nucleon-antinucleon pair (in the in­
termediate state) in Eq. (19), and the term corre­
sponding to a nucleon and meson in Eq. (20).* We 
then obtain, in place of Eqs. (19) and (20), the ap­
proximate equations (see Sec. 5, item 1) 

p+ (q2) _ p- (q2) = iA (q2) (r (q2) + p- (q2)), (21) 

Fi (pa)- F! (pz) + p (Fi (pz)- F2 (pz)) = i (Al (pz) 

+pAz (P2))[Fi(P2) + F! (p2) -i- p (Fi.(P2) + F2(P2))], 

A (q2) = Re .40 (q2) / (1 - Im A0 (q2)), (22) 

where Ao ( q2 ) is the partial amplitude for elastic 
nucleon-antinucleon scattering in the singlet spin 
and triplet isotopic spin S -state in the barycen­
tric frame (q = 0 ); 

A1 (P2) = 1/z (as+ ap). J/?Az (P2) = 1lz (as-ap), 

as,p (p2) = Re As,p (p2) I (1- Im As,p (p2)), 

with As ,p ( p2 ) the partial amplitude for elastic 
meson-nucleon scattering in their barycentric 
frame (p = 0) in the S- and P -state respec­
tively with total spin and isospin Y2• 

It is easy to see on the basis of conservation 
laws precisely why these states entered into Eqs. 
(21) and (22). We leave out the details of the calcu­
lations. Let us only note that in the derivation of 
Eqs. (21) and (22) we took into account the fact that 
y+~q2 ) = (F-(q2 ))* and F~(p2 ) = (F~(p2 ))*. This 
reality condition on the absorptive parts, Eqs. (19) 
and (20), can be satisfied in the approximation 
under discussion by taking half of the sum over 
I nin> and I nout> states on the right side of 
Eqs. (19) and (20). 

If the contributions from inelastic processes 
are ignored, then 

where o0( q2 ) and os,p(P2 ) are the phase shifts 
in the above-indicated states. 

In Born approximation t 

*The asymptotic vanishing of F(q2 ) and F;..(p2 ) with in­
creasing q2 and p2 would provide some justification for the 
legitimacy of this approximation. However, (see Sec. 3), in 
the weak coupling approximation, when the asymptotic be­
havior can be determined explicitly, the functions do not 
vanish. On the other hand, for small p2 < (m + 2,.t) 2 , the indi­
cated approximation may tum out to be not bad for F;..(p2). 

tThe expression Ab(q2) is given in reference 13. 

A~(pZ) = -1~·" c~2--e 1 + (1~~~~)). 

A~ (p2) = 1f:m (~ 2t2 
1 + (11r:_~ ~)) . 

(23) 

(24) 

(25) 

Here we have for simplicity put J-1. = 0 and intro­
duced the dimensionless variables t = q2/4m2 and 
~ = p2/m2; for ~ and t » 1 

Ab-+-3g2 I 16~t, 

3. STUDY OF THE APPROXIMATE SYSTEM 

1. Let us assume A ( q2 ) and A A. ( p2 ) to be 
known functions, independent of the unknown func­
tions .il, G and Ff. Then the approximate system 
of equations (1), (2), (7), (8), (21), and (22)* sepa­
rates and in fact reduces to a study of the last two 
relations, i.e., to the solution of the homogeneous 
Hilbert problem: 7 to find an analytic function F ( z ) 
(analogously for FA. ) regular in the entire plane 
except for the cut and of finite order at infinity, 
given the boundary condition on the cut F+ ( q2 ) 

= K (q2 ) r(q2 ) where K (q2 )( 1 + iA (q2 ))/ 

( 1 - iA ( q2 )) is a known function which vanishes 
nowhere. 

As is well known, the solution of such a prob­
lem is not unique. To obtain a unique solution ad­
ditional boundary conditions must be imposed on 
F ( z ) . In our case one such additional boundary 
condition consists of the relation (13c). However 
in the approximation under consideration this is 
not sufficient. If the validity of perturbation the­
ory for g - 0 (weak coupling) is assumed then 
one can demand that the solution that was found 
should coincide with the corresponding perturba­
tion theory expression. If on the other hand (as 
is quite permissible) perturbation theory has no 
region of applicability (i.e., the solution cannot be 
expanded in a series near g = 0 ) then the question 
of additional boundary conditions becomes much 
more complex and has not been solved so far. t 
Nevertheless the absence of additional constants 
and unphysical singularities may be taken as ad­
ditional criteria for determining a unique solution. 

2. The solution of Eq. (21), satisfying the stated 
conditions has the form 

00 

~l(z- f.L2 ) \ tan-• A (z') dz' J 
F (z) = gexp -"- ) (z' -z) (z' -!-'•) . 

4m' 
(26) 

*We assume that the terms ~, and ~ .. are omitted from 
Eqs. (7) and (8) . 

tThis question is of general importance for the theory of 
dispersion equations. 14 
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It is easy to see that the asymptotic behavior of 
F ( z ) as I z I - oo is determined by the proper­
ties of the integral 

ex: 
J = ~ \ tan-'A (z') d , 

.. .\ z'-p." z. 
4m' 

If the integral J converges then F ( z) - const 
as I z I - oo. If the integral diverges* then there 
are two possibilities: 

a) tan-1 A ( z) - const = a > 0. In this case 
F ( z ) falls off asymptotically. In particular for 
Re z - - oo ( Im z = 0 ) , F ( z ) - g I z 1-a, 

b) tan -l A ( z ) - const = f3 < 0. Then F ( z ) 
increases asymptotically: F ( z) - g I z 1-/3 for 
Re z--oo (Im z = 0 ). 

It is interesting that for A ( z ) - ± oo as 
z - oo the asymptotic behavior of F ( z) is in­
dependent of A ( z ) : F ( z ) - g I z I =F 112• 

If it is assumed that perturbation theory is 
valid for F ( z) in the weak coupling case ( g-0) 
then, taking into account that Ab(z') « 1, we ob­
tain by replacing tan-1 Ab(z') by Ab(z') and ex­
panding the exponent in Eq. (26) in a series, the 
following 

[ , (z- p.2) r Ab(z')dz' ] 
F (z) ~ g I -t- -,- .) (z'-z) (z'- p.2) • 

4m2 

(27) 

Expression (27) [with Ab(q2 ) given by (23)] 
coincides with the renormalized vertex Green's 
function calculated to terms of order "' g3. The 
asymptotic behavior of F ( z) in the weak coup­
ling case not using perturbation theory is found 
by substituting expression (23a) into Eq. (26): 

( I z I )Sg'/l61t' 
F (z)--+ g 4m2 , Rez--+- oc, Imz = 0. (28) 

Thus, in the weak coupling case, F ( q2 ) in­
creases asymptotically. 

3. Equation (20), equivalent to the Hilbert prob­
lem for two analytic functions F1(z) and F2(z), 
cannot be solved in closed form. It can be re­
duced to the solution of two Fredholm equations t 
with singular kernels. 1 An exact solution of this 
system may turn out to be not a bad approximation 
to reality in the region I p2 j < ( m + 2JJ. )2 and 
would express the dependence of the vertex func­
tion on the values of the meson-nucleon scattering 
phase shifts in the S1; 2 and P1; 2 states. We do not 
discuss this question, but consider instead the 

e<? tan-• A(z')dz' 
*We assume that ~ z• converges. 

4m' 

I These equations follow from the dispersion relations for 
l<),(z) obtained under the assumption of a definite asymptotic 
behavior for these functions. 

asymptotic solution of Eq. (22) for p2 > m 2• In 
this case, if we let JJ. 2 = 0 (and discard terms of 
order JJ. 2/p2 and higher) we can find an exact so­
lution for the system (22) satisfying the boundary 
conditions formulated above. As is shown in Sec . 
5 (item 2 ) the solution has the form 

p± ( 2) + 'p± ( 2) = ~ c ex u.. r q>~ (z') + pq,~(z') dz'l 
1 P P 2 P L.J r P l n .) z' _ p2 =F zs f ' 

r=l (m+!J.)' {29) 

( 1+A'2-A2 [(1+A'2+A2)2-4A2A'2]'1•) l,2(p2)=tan-1 _ 2 1+ 2 1 1 2 
Cf'1 2A, - 2 I A, I ' 

2 '2 
ypzcp~'2(p2)= tan-1(_1+Al~A2 

2A2 

± [ ( 1 + Ai + A;2): - 4Ai A~2 !'/,) 
21 A2 1 ' 

A~ (p2) = y p2 A2 (p2). 

The constants C1 and C2 are related by 

~ c {__!._ r q>~ (z) + mcp; (z) d } -
.L.J r exp " .\ z- mz z - g, 
r=l (m+~Ll' 

(29a) 

(29b) 

(30) 

which leaves the ratio CtfC2 arbitrary. This ar­
bitrariness can be removed by requiring agree­
ment with renormalized perturbation theory ~or 
g- 0. Otherwise the arbitrariness in the choice 
of a solution remains. It is important to empha­
size that in the weak coupling case ( A1 and A2 
« 1) only the term "'C1 enters into the corre­
sponding expressions for F1(p2 ) and F2(p2 ) cal­
culated by perturbation theory. Setting C2 = 0 in 
Eqs. (29) and (30) and expanding in powers of AP 
and A'2b we find (for g - 0 ) the expression 

which coincides with the result of renormalized 
perturbation theory accurate to terms of order g3. 

The asymptotic behavior for weak coupling not by 
perturbation theory is given by 

2 (I p2J)3g'/32n' 

IFl(p )- - • 

P2 --+- 00 2 (' ml2 
; 2 ,)2 (I p2j)Sg'/32n'-l 

Fz(p)- In- - . 
mz m2 

(32a) 

(32b) 

Thus, in the weak coupling approximation, Ft<p2 ) 

increases asymptotically and F2(p2 ) decreases. If 
Eqs. (29) and (30) with C1 = 0 are taken as the so­
lution, then F 1 and F 2 fall off asymptotically 
( Re z - - oo, Im z = 0 ) in the weak coupling 
approximation: 
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F 1 (z) ~ I Z l-"-•tan-l(321t/3g')' 

F2 (z) ~I z l-"-•tan...,.(321t/3g')-'/•, 

in disagreement with perturbation theory. 

(33a) 
(33b) 

4. To conclude this section we discuss briefly 
the role of inelastic processes in the determina­
tion of the asymptotic behavior of F ( q2). If the 
omitted terms in Eq. (21) are denoted by '11 (q2 ) 

then we are led to the inhomogeneous Hilbert 
problem: 7 

p+ (q2) = 1 + iA (q•) p- (q2) + 'F (q•) (34) 
1- iA (q2) 1 - iA (q•) . 

A solution of Eq. (34), satisfying condition (13c) 
and not involving additional constants, is given by 

00 ~ 

p± ( 2) = p± ( 2) (q•-tt• \ 'F(z\dz + 1) 
q 0 q n ) (z- tt2) (z- q2 =F is) , ' 

(3r<)' 

'¥ (z) = 'Y (z) ( 1 + A2 (z))-'1'1 Ft" (z) l-1, (35) 

with Fij=( z) the solution of the corresponding ho­
mogeneous problem [ Eq. (26)]. 

From a physical point of view it seems most 
natural to assume that A ( q2 ) - 0 as q2 - oo . 
In that case F 0 ( q2 ) approaches a constant and 
only one possibility exists for making F ( q2 ) in 
Eq. (35) fall off asymptotically: 

00 -

J = __!_ (' 'F(z)dz = 1 (36) 
1t .) z- p.2 t 

(3r<)' 

i.e., 'li(q2 ) mustvanishfor q2-oo.* Inananal­
ogous manner the necessary conditions are found 
for F ( q2) to decrease asymptotically for a differ­
ent possible behavior of A ( q2 ). The contribution 
of inelastic processes to F.\ (p2) may be similarly 
considered and a condition of the type (36) is eas­
ily obtained by introducing an inhomogeneous term 
'lit(P2) + p'l'2(p2) into Eq. (22); however, all this 
is not necessary since at the present time nothing 
is known about the asymptotic behavior of partial 
waves, nor about the other matrix elements that 
contribute to '11 ( q2) and 'lf.\ ( p2). 

4. DISCUSSION 

1. The renormalization constants Z2 and Z 3 
are expressed in terms of the spectral functions 
p(q2) and p2(p2) by [see Eqs. (7) and (8)]: 

00 

Z31 = 1 + ~ p(q2)dq 2 , (37) 
(3p.)' 

00 

z;.-1 = 1 + ~ P2 (P2) dp2 • (38) 
(m+r<>' 

*At the same time, condition (36) may impose limitations 
on possible values of the constant g. 

In the approximation considered here the con­
vergence of the above integrals is determined, ac­
cording to Eqs. (7) and (8), by the asymptotic be­
havior of F(q2) and F.\(p2): if these functions 
vanish at infinity sufficiently fast so that the inte­
grals in Eqs. (37) and (38) converge then Z2 an.d 
Z 3 will be finite; otherwise Z21 and Za1 are di­
vergent constants. It is important to note here 
that the latter result cannot be improved upon by 
taking into account higher approximations for p 
and p2 so that the falling off of F ( q2) and 
F.\(p2) is a necessary (but not sufficient) con­
dition for finiteness of the renormalization con­
stants Z2 and Z 3. As has been seen in the pre­
vious section the asymptotic behavior of F ( q2) 
and F.\ (p2) can be determined only very crudely, 
since in the strong coupling case ( ~"' 1 ) it is 
not clear what serves as an expansion parameter, 
and in the weak coupling case in the lowest ap­
proximation an increasing asymptotic behavior 
is obtained for F ( q2) [see Eq. (28)] and F.\ (p2) 
[see Eqs. (32a, b)]. We are thus led to the con­
clusion that in the first approximation for weak 
coupling the constants Z21 and Z31 diverge. It 
follows from the dispersion relations for ~ ( q2) 
and G (p) that in this approximation these func­
tions decrease at infinity slower than the corre­
sponding free particle Green's functions ~0 and 
G0 [the explicit asymptotic behavior is easy to 
derive starting from Eqs. (1), (2), (7) and (8), (28), 
(32a) and (32b)]. 

2. It is important to note the following: inde­
pendent of whether F (q2) and F.\ (p2) increase 
or decrease asymptotically it is impossible in 
the approximation under consideration to run 
into an internal inconsistency of the "zero-charge" 
type, 15 characteristic of certain approximate so­
lutions of the Schwinger-Dyson equations. This is 
related to the fact that the vertex part r~ (p, p'), 
determined by the relation (14) for given ~. G 
and FX(p, p'), decreases for increasing values 
of its arguments as is easy to deduce from Eqs. 
(1), (2), (7), (8) and (14).* 

3. It seems to us that as a consequence of the 
great mathematical difficulties that arise when one 
attempts to estimate the importance of higher order 
approximations in the dispersion relation approach, 
as well as due to the absence of an effective expan-

*It follows from the work of Lehmann, Symanzik, and Zim­
merman• that in the approximation in which inelastic processes 
are ignored the falling off of rs(p, p') as a function of cf (for 
p2 = p'2 "" m2 ) and p2(p'2 = m2 , cf = !L2 ) is a necessary and suf­
ficient condition for the absence of unphysical singularities 
("ghost states") in ~(q2) and G(p). 
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sion parameter in the asymptotic region, progress 
on the question of internal consistency of such an 
approach and its relation to the Lagrangian formu­
lation of quantum field theory will have to await the 
application of new, in particular statistical, meth­
ods of calculation of the many-particle matrix ele­
ments which play an important role at high energies. 

5. MATHEMATICAL APPENDIX 

1. In order to obtain Eqs. (21) and (22) we made 
use of the partial wave expansion for the nucleon­
antinucleon and meson-nucleon elastic scattering 

-r 
amP.litudes, <p1, l; p{, l' I U+ (p) 17 ( 0) I p'r' > and 
< q{, p1l j ( 0) I p' >. If terms that do not contrib­
ute to F+(q2)- r(q2) and F~(p2 )- F~(p2 ) are 
omitted this expansion looks as follows (in the 
barycentric fr:fme for the corresponding process): 

(q2 j2)'1'(41tr1 (PI> l; P~· l' I V+(P)1J(O)! p', r'> 
= ! p 1-1 o,,, oil' 2J (21 + 1) At ( q2) P t (cos fl) 

t 

+ isotopic triplet terms 

'tj (2w)'1• E (E + wrl (P1t r1; q'' j I it (0) I p'' r> 

= I q l-1 -r, ~ ((l + 1) At+ (p2) PI+' (cos 0') 
t 

+ lAt- (p2) P/'.:...' (cos 0')). 

(39) 

(40) 

The notation in Eq. (39) is as follows: q = p + p' 
= P1 + Pt• q = 0, () is the angle between p and p1; 

Az(q2) is the partial wave amplitude for nucleon­
antinucleon scattering in the singlet state with or­
bital angular momentum l and total isospin 1; 
( r, l )( r', l') = 1, 2 are the indices denoting the 
antinucleon and nucleon states; Pz( cos ()) are 
Legendre polynomials. If the inelastic processes 
are small then Az(q2) ::::; exp (- ioz (q2 )) sin 6z(q2) 
with 6z(q2) the phase shift in the corresponding 
state. 

The notation in Eq. (40) is as follows: p = p' + q 
= P1 + ql, P = 0; Po= p10 = E is the nucleon energy; 
qo = q10 = w is the meson energy; ()' is the angle 
between p' and p1; Az±(P2) are the partial wave 
meson-nucleon scattering amplitudes in states of 
total angular momentum I = l ± Y2 and isospin % 
with, A0+ (p2) = As(P2 ), A1_ (p2) = Ap(p2 ); 
Pf:{ (cos ()') are the angular polynomials intro­
duced in reference 16. 

At± (p2) = exp {- iot± (p2)} sin at± (p2) 

in the energy region (m + 11- )2 :::; p2 = (E + w )2 
:::; (m + 211- )2, where 6z±(p2 ) is the phase shift 
in the corresponding state. 

2. We now prove that Eq. (29), together with 
Eqs. (29a) and (29b), constitutes a solution of 
Eq. (22) for 11-2 = 0. For 11-2 ~ 0 we obtain from 
Eq. (29), making use of Eq. (16) with q2 = 11-2 

p+ (p)- r (p) = i { tan[(cp1 (p2)+ pcp2 (p2)) (l (p2- (m + fA-)2)1 

-+tan[ ey ((m + [A-)2- p2)'1• (p2 _ (m _ fA-)2)'/• 

00 

x ! ~ ;: ~ :.z o ((m + fA-)2 -p2) o (p2 _ (m _ [A-)2) ]} 
(m+~-t)' 

p± (p) = Ff (p2) + pFt (p2), fl (x) = g ; ~ ~; (41) 

where e is a unit vector in the direction of p. It 
is seen that for 11- - 0 the second term on the 
right side of Eq. (41) vanishes and we obtain Eq. 
(22) under the condition 

tan [ 't'1 (P2) + P't'2 (P2) 1 = A 1 (p2 ) + pA2 (P2), 

from which one obtains Eqs. (29a) and (29b). It is 
elementary to prove that at infinity the solution 
(29) is of finite order if it is taken into account 
that cp 2(z) falls off not slower than 1//Z as 
z-oo [see Eq. (29b)]. 
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