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A degenerate ideal Fermi gas in an arbitrary potential field is considered. It is shown that a 
sufficient condition for the applicability of statistical formulas to the problem of the change 
of the density under the action of the potential V ( r) is that the motion of the particles with 
the maximum (Fermi limit) energy be a quasiclassical motion. This result is not invali
dated by nonapplicability of the quasiclassical approximation to the motion of particles with 
smaller energies, and in particular, for V < 0, to that of bound particles. The corrections 
to the statistical formulas in the one-dimensional and three-dimensional problems have op
posite signs. 

1. INTRODUCTION 

WE shall examine the limits of applicability of 
the well known expressions for the density of a 
degenerate Fermi gas with boundary energy &, 
in a potential field V ( r), for particles of spin ~: 

P1 = 2Km/rt, 11pl = P1- P1o = (2 V2/:-:) [(it'- V)'f,- &'!.] 

(1.1) 
in the one-dimensional case and 

Src ( K \ 3 

P3 = - 3 ?: l , ....,,,. / 

in the three-dimensional case, where Km is the 
local boundary wave number (we take n = m = 1) 

Km (r) = Y2 (&- V (r)) . (1.3) 

The textbook derivation of these expressions in
volves counting up the numbers of states per unit 
volume in regions with given values of V ( r). Let 
us think of a case with V ( r) negative in a re
stricted region of space and zero everywhere out
side this region (potential well). Then it would 
seem that for the applicability of the formulas it 
is necessary for a large number of particles to be 
bound in the well. The question presents itself 
particularly sharply in the one-dimensional case. 
For V « (f] we find 

(1.4) 

For definiteness let us consider a well, i.e., the 
case V < 0, t3..p1 > 0. With increase of (/] the total 
change of the density of the gas over the well de
creases. The meaning of this result is clear: in 
the one-dimensional case the well always has at 

924 

least one bound level with E < 0, which makes a 
positive contribution to t3..p1• The free particles 
with E > 0 travel more rapidly when over the 
well than elsewhere, and consequently their den
sity over the well is smaller. Therefore the quan
tity t3..p1 is the difference of the positive contribu
tion of the bound particles (independent of (f]) and 
the negative contribution of the free particles with 
0 < E < &. 

Can the formula be applied when there is a single 
bound state? For small I V I the bound particle is 
localized in a region much larger than the well it
self. What is the localization of t3..p1 in this case? 

As will be shown below (Sec. 2), in the one
dimensional case the tendency of t3..p1 to zero as 
& - oo is an exact quantum-mechanical theorem, 
i.e., it is valid independently of the applicability 
of the statistical formula (1.4). This theorem is 
connected with the completeness of the system of 
eigenfunctions, both that in the unperturbed case 
(V = 0; 1/Jo ), and also the system of eigenfunctions 
in the field [ V ( x ) ; 1/Jn ] ; from this property we 
have 

+oo +co 
~ J~o(X, £)[2d£= ~ l~n(X, E)f 2 dE 

-co -co 

(the integral is taken in the Stieltjes sense, includ
ing the discrete levels ) . 

As a result of this theorem, the change of the 
density that comes from the inclusion of the par
ticles with energies smaller than & is equal in 
magnitude and opposite in sign to the change of the 
density of all the particles with energies larger 
than &. 

If the quasiclassical approximation is valid for 



CONDITIONS FOR THE APPLICABILITY OF STATISTICAL FORMULAS 925 

the particles with energies equal to and greater 
than E in the field V ( x), then from this it is 
easy to get the expression (1.4). Thus the expres
sions (1.1) and (1.4) can be obtained independently 
of the number of bound levels and of the character 
of the motion of the particles with energies less 
than (8. This argument also provides an approach 
(Sec. 3) to an estimate of the accuracy of Eqs. 
(1.1) and (1.4). In fact, considering the particles
with energies larger than (8, we convince our
selves that for small V 

f>p1 (x) = ~ L (j X- y [) V (y) dy; (1.5) 

the function L(l x -y I) is different from zero in 
an interval of the order of 1/Km, where Km is 
the wave number corresponding to the boundary 
energy (8. 

The smearing out described by the function 
L(l x -y I) does not change the total increase of 
the number of particles in the neighborhood of the 
region of action of the potential, and from Eq. (5) 

one gets 

~ f>p1 (x) dx =-" ~~ ~ V (x) dx (1.6) 

in exact agreement with Eq. (1.4). 
The deviation from the formula (1. 6) is of 

higher order in V(x), whereas the deviations 
from the local formula (1.4) are of first order in 
V ( x) and are due to the spatial distribution of 
V(x). Together with the leading correction term 
the expression (1.6) has the form [cf. Eq. (1.1)] 

~ f>p1 (x) dx = 2 V2~t-1 ~ WB- V)';,- (8'1'] dx 

+ b(g-'1 (dV / dx) 2 dx. 

Let us turn to the three-dimensional case 
(Sec. 4). From Eqs. (2) and (3) we get for small 
v 

This expression increases without bound with in
creasing (8; from this it follows that for large (8 

the main contribution comes from the change of 
the density of the free particles. 

In the limit of small V the quantum-mechanical 
problem of the perturbation of the density of a plane 
wave is easy to solve in the Born approximation. 
Summing the contributions of all plane waves with 
energies smaller than E, we get the answer in 
the form 

f>pa (r) = ~ M (/ r- r' I) V (r') dr'. 

The function M found in this way also falls off at 
a distance of the order of 1/Km. 

As is well known, in the three-dimensional case 
a sufficiently small well does not have any bound 
state at all. The application of the general argu
ments associated with the completeness of the sys
tem of eigenfunctions to the three -dimensional 
case requires an extremely careful definition of 
the procedure of passage to the infinite limit; thus 
this method is not an effective one. If, however, 
we have three-dimensional motion with a potential 
that allows separation of variables, for example a 
V(r) independent of () and cp, or a V(x) inde
pendent of y and z, the completeness theorem 
can be unconditionally applied to each group of 
particles with fixed values of the conserved quan
tities - the angular momenta in the case of V ( r), 
or ky, kz in the case of V(x). The completeness 
theorem then enables us to carry out the most dif
ficult part of the calculation - the summation over 
kr or kx - by going over to the range of energies 
above the boundary energy and using the quasi
classical approximation. All told, by using differ
ent methods in the one-dimensional and three
dimensional problems, we are able in both cases 
to get an idea of the degree of accuracy of the sta
tistical formulas and of the difference between the 
statistical expressions and the exact quantum
mechanical solutions. 

The main result is that everything depends on 
the quasiclassical character of the motion of the 
particles with the boundary energy 0. For small 
V this result is a natural one, if we deal directly 
with the many-particle problem in the Fock repre
sentation in which the unperturbed eigenfunctions 
are antisymmetrized products, that is, Slater de
terminants, of plane waves. In such a treatment 
any perturbation V (including in particular a po
tential that has bound states ) only causes transi
tions of the particles from the region E < f£ into 
the region E > f£. It seems to us, however, that 
only the examination we have made of the change 
of the one-particle states gives a completely intui
tive picture of the realization of the statistical 
laws, and in particular gives a possibility of pass
ing on easily to the case of a V that is comparable 
with the boundary energy f£, for which one cannot 
use just first-order perturbation theory. 

2. THE COMPLETENESS THEOREM IN THE 
ONE-DIMENSIONAL PROBLEM 

Let us consider the motion of particles in a 
field V ( x ) that has the eigenfunctions 1/Jn ( x), 
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including both a discrete and a continuous spec
truro. 

Let us add to the potential a small perturbation 
oV (with arbitrary dependence on x) and find the 
changes of 1/Jn (x) and Pn (x) = 11/Jn (x) 12 by first
order perturbation theory. To abbreviate the writ
ing let us consider real nondegenerate functions; it 
is easy to verify that the results do not depend on 
this. 

' I 
0' - '-' <Jim V 
Cfin-LJ E -E mn' opn (x) = ~ Anm (x), (2.1) 

m n m m 

V mn = ~ Ym (x) OV (x) ~n (x) dx, 
2<j; <)! v 

A = n m mn (2 2) 
nm En- Em • • 

Let the index n be monotonically related to the 
energy. We consider the total change of the density 
of all the particles with n < v, 

oo (n < ·1) = '); op =~ ' 1 "' A . 
1 """"'-~ n L:.J .L.J nm (2.3) 

n n m 

We now make use of the fact that Anm is anti
symmetric, Anm = -Amn· Because of this the 
sum over all n from 0 to oo is identically zero. 
This means that 

op (n < v) + op (n > v) = 0, 

O(J (n < v) =- op (n > v) =- L op,. (2.4) 
n=:J 

Since Eq. (2.4) holds for an arbitrary small varia
tion oV ( x), with an arbitrary and not small V ( x), 
the same relation also holds for an arbitrary change 
of V ( x), in particular for the change of V(x) from 
0 to a given final V(x). 

For V = 0, p(x) = const = p0, and consequently 

co 

!J.o(n < v) =- ';-; [o (x)-o (x)]. 
I " ......... I,H I OIL (2.5) 

fl=V 

The meaning of this transformation is that the sum 
over n < v gives the essential contribution of the 
discrete states, and also the contribution of states 
for which E is small and the wavelength is large; 
for each of these states individually a potential 
V ( x) that is different from zero in a small region 
of space causes changes of 1/Jn(x) and Pn(x) at 
large distances, of the order of a wavelength. 

By using Eq. (2.5) we go on to the examination 
of particles with energies larger than the boundary 
energy 18' = Ev. For particles with E > ff5 the con
dition for the quasiclassical nature of the motion 
in the field V(x) is much less restrictive. If it 
is satisfied, then for wave functions normalized 
in unit volume we have 

y (x) = Vk-;:-Tl? exp {i ~ kdx}, fl (x) = V k~-2v (x)·, (2.6) 

[' (x)- (Jo = - (k- flo)/ ko, (2. 7) 
00 

2 (" k- k0 
!J.e (k < km) c.= ~ ~ -ko- dkn. (2.8) 

knl 

From this we find 

!J.p (fl < km) c= 2 (km -l<mo) / 1':. (2.9) 

The unperturbed density is Po = 2kom I rr, so that 

.p (fl < l<m) = (2/rr) V leg- 2V = 2fl 11,/rr. 

Thus the first point of the program stated in 
the introduction has been accomplished: an expres
sion that agrees with the elementary formula (1.1) 
has been derived on the single assumption that the 
motion of particles whose energy exceeds the 
boundary energy is quasiclassical, although in 
reality we have to do with an assembly of particles 
whose energies are less than the boundary value, 
and whose motions may not be quasiclassical. 

3. THE CORRECTIONS TO THE STATISTICAL 
FORMULA 

To find the deviations from the elementary for
mulas (1.1) and (2.9) we can use two methods, in 
each of which we use the completeness theorem 
and make the calculations with wave functions for 
energies larger than the boundary energy.* 

The first method is the use of the quasiclassical 
approximation 

~k, = V~<o! flexp {- cr 3 + i [~kdx- cr2]}; 

k' 1 • k' 2 

J"2 = 4k"~ I 8 ~ F dx, 
3 ( k' )2 k" 

cr3 = 16 F; - 8fi3 0 
(3.1) 

From this it follows that 

2 ~ [ 1 1 V" 5V'Z] 
!J.p (flo) = ---;- j fl 0dk0 7i- To- 4k" -SF 0 (3.2) 

Substituting in Eq. (2.5) and carrying out the inte
gration, we get the answer in the form 

!:lp=- (V2(S'-VJ-V2/b')-'----t-2 [ - . V" v·z J 
" • I 12k;. 8/i~ ' (3.3) 

where the term in parentheses is the statistical 
formula, and the further terms give corrections 
to it. The problem of the quantum corrections to 
the statistical formulas has also been treated ear
lier by several writers.1- 3 We note that in the one
dimensional case the sign of the correction to the 
statistical formulas is opposite to that in the three
dimensional case (see Sec. 4 and references 1 - 3). 

*For simplicity we confine ourselves to the case V < (!! o 
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In the derivation of Eqs. (3 .1) and (3. 2) we neg
lect the amplitude of the reflected wave and con
sider only the deformation of the transmitted wave. 
As is well known, the amplitude of the reflected 
wave is proportional to the matrix element 

~ V (x) e2ikx dx. (3 .4) 

For an analytic V ( x) without singularities on the 
real axis this matrix element ""' exp { - 2k Im ( x0 ) } , 

where Im ( x0 ) is the imaginary part of the coor
dinate x0 of a pole of V(x). Such a term does 
not contribute to an expansion in powers of 1/k, 
and therefore the expansion (3.3) is only an asym
ptotic expansion. 

The second method is the use of the Born approx
imation. For a V(x) that is of arbitrary form, but 
small, we find, again by using the completeness 
theorem,* that 

co 00 

flp (k < km) = - ~ dk ~ V (f;) f (k, I X-i; J) di; 
!?m -oo 

+~ 00 

= ~ v (I;) L (I X- e I) df; = ~ j(x, k) dk, 
km 

00 

-j-0: 

. ( k) _ ~ ~ V ( ') stu 2k 1 x- x' I dx'. 
1 X, - n j X I x- x' I (3.5) 

-~ 

We note that Z(y) and L(y) are even, but not 
analytic, functions; they have a singularity (dis
continuity of all odd derivatives) at y = 0; there
fore in the integral (3. 5) the values of V ( ~ ) at 
x = ~ are singled out. 

Equation (3.5) shows that t::..p is not zero outside 
the region of action of the potential, where V = 0. 
Then the integral 

J = ~ V (I;) L (/ X - r; I) d'; 

comes entirely from the region where L has no 
singularities, and consequently according to the 
theory of the Fourier integral the value of J is· 
determined by the singularities of V ( x), the dis
continuities of V ( x) or of its derivatives and the 
poles of V(x) in the complex plane. 

For example, if V(x) = ao(x-x0 ), then t::..p 
= aL <I x - x0 I), so that in the region where V = 0 
and t::..p is zero by the statistical formula we ac-

*Otherwise, integrating up to &; from below, we would be 
confronted with the inapplicability of the Born approximation 
to the low-energy particles with E .:;::: V max• and to the bound 
particles in the case V < 0. 

tually have I t::..p I ""' 1/kmx; when there is a dis
continuity of the derivative of V ( x), I t::..p I 
""' (kmx)2, and so on. 

The expression (3.5) brings out the fact that 
the scale of length in the solution(is A.m = 1/km, 
the wavelength of a particle moving with the bound
ary energy; on the other hand, the bound particles 
and low-energy particles, on which V(x) acts 
especially strongly, have A.» A.m. Consequently, 
there is effective mutual compensation of their con· 
tributions. 

We note in conclusion that the formulas become 
inapplicable when V ( x) is small but has resonanc< 
properties, say V ,..., sin kmx; as is well known, in 
this case the spectrum breaks up into zones; coin
cidence of a zone boundary with the boundary en
ergy of the Fermi distribution decidedly changes 
the properties of the gas (in particular it turns a 
metal into a dielectric ) . 

4. THREE-DIMENSIONAL MOTION 

In the three -dimensional case a localized ( V ( r) 
= 0 for I r I > R0 ) small potential V has no bound 
levels and the Born approximation applies for arbi
trary energy, in particular for E < V, if VRij - 0. 
For this reason we can do without the completeness 
theorem and integrate over the occupied states 

ilp (r) = ~ L (km, R.) V (r') dr', 

sin (2km R)- 2km R cos (2km R) 
L = 4R• ' 

(4.1) 

Expanding V ( r) in a series in r - r', 
well known result 

we get the 

(4.2) 

The general character of the formulas ( conserva
tion of t::..n, practical absence of effects at dis
tances beyond 1/km) does not differ from that of 
the corresponding formulas of the one-dimensional 
problem; the coefficient of V naturally correspond 
to the statistical formula. A nontrivial point, how
ever, is the difference of the sign of the correction; 
in the one-dimensional case the coefficient of V'2V 
was negative. 

Let us now examine the special case of three
dimensional motion in a potential V = V ( x). In 
this case ky and kz are integrals of the motion, 
and for fixed ky and kz, according to Eq. (3.3), 

flp1 (k 11 , kz, x) = ! {(V2 (Ex- V)- V2Ex) 

V" V'" \ + 1')k3 + 8k5 + .. '! ; 
- X k 

E w o o 1 ; 2 2 k2 
X = 0 - (k[; + !?;) I 2, f<x = r km- f<y- z· (4.3) 
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We find the total change of the density by inte
grating over dky, dkz. We note that in polar co
ordinates q, cp in the plane of ky, kz 

dk!ldkz = qdq drp, kx = V k~ - q2 , qdq = f(,dkx, 

t.p3 (x) = (2rrfl ~ t.pl (kx. x) llxdkx. (4 .4) 

where the index 1 marks the solution for the one
dimensional motion, and the index 3 marks the de
sired solution for the three-dimensional motion. 
The expression (4.4) is exact if one uses the exact 
expression for b.p1 ( kx, x), since the separation 
of the variables is exact.* 

When, however, we substitute in Eq. (4.4) the 
quasiclassical expression for b.p1 according to 
Eqs. (3.3) and (4.3), we encounter the fact that the 
integration starts from small kx, where these 
quasiclassical formulas cannot be applied, and 
for all the terms except the first the integrals 
diverge in the region of small kx. 

Let us divide the range of integration over kx 
in Eq. (4.4) into two parts. For kx < K (K is 
some boundary momentum) we integrate the exact, 
not quasiclassical, b.p1• Above K we use the 
quasiclassical expression (3.3) and (4.3). Thus 
we have 

km 

.1p:l (fl,, x) = t.p3 (K, x) + (2;rt1 ~ t.p1 (k.n x) kxdkx·· 
K (4.5) 

It is natural to make the assumption that in the 
limit km _,. oo the value of b.p3 satisfies the sta
tistical formula (1.2) without corrections, 

t.p3 (kx, x) -> (311:2t 1 { (k~- 2V)'h- k~} = t.pg (km, x), (4. 6) 

i.e., that the corrections go to zero for km- oo. 

Comparing Eqs. (4.5) and (4.6), we find that (4.6) 
is just the integral of the first term of the one-

*For V < 0, when there is a bound level corresponding to 
ki < 0, it is understood that the integral in Eq. (4.4) also in
cludes the sum over the discrete levels. 

dimensional expression [the term corresponding 
to Eqs. (1.1) and (2.9)] 

km km 

(k;,- 2V/"'- k~, = ~ (k~- 2V)'1' kxdkx- \ k~dkx, 
Jf2V 0 (4. 7) 

and consequently to each successive (i-th) correc
tion term in Eq. (4.3) there correspond two terms 
in Eq. (4.5), whose sum goes to zero for km- oo. 

From this we have 
!? m 

t.p31 (x) = t.p31 (K, x) + (211:r1 ~ t.p1, (kx, x) kx dkx 
K 

00 

=- (;r 1 2) ~ t.p1, (kx, x) kx dkx. 
Km 

(4.8) 

Thus in the three-dimensional case the principle of 
carrying over the summation from the region below 
km to that above km can be applied to the correc
tions, although it is not applicable to the main sta
tistical term.* 
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*We note that if we expand the main statistical term in 
powers of V and regard the terms in V2 , V3 , • • • as corrections, 
then the principle of transferring the summation can also be 
applied to them, and their signs are also opposite in the one
dimensional and three-dimensional cases. 


