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A Green's function method in quantum statistics is developed. It is shown that the various 
methods of statistical physics and the many-body theory, and also their generalization to 
cases of non-zero temperature (e.g., the methods of Debye-Hiickel, Hartree-Fock, Thomas­
Fermi, Gell-Mann and Brueckner ) , are contained in simple form in the resultant equations. 
A transition to time-dependent Green's functions is considered, and a method is given for 
determination of the energy spectrum. 

INTRODUCTION 

RECENTLY, great attention has been paid to the 
development of methods that differ from the ordi­
nary thermodynamic perturbation theory in statis­
tics, and the usual perturbation theory of the many­
body problem. We shall not now review all there­
searches in this direction,* but shall only remark 
that the existing methods are manifold and require 
considerable calculations for their establishment. 

It is natural to attempt to find a more general 
approach to the solution of the problems of quan­
tum statistics, not connected with perturbation· 
theory which, in particular, would give in simple 
graphic approximation the results of the corre­
sponding methods. Such an approach is given by 
the Green's function method which had already 
been applied successfully to the case T = 0. 2 

Matzubara3 was the first to formulate the method 
of Feynman and introduce the Green's function for 
the case T ¢ 0. However, the problem of the der­
ivation of closed equations for these Green's func­
tions in x- space has not been brought to solution, 
and the transformation to p -space, which would 
facilitate the possibility of a practical solution 
of the equations, has not been considered. 

On the other hand, the development of high­
energy physics requires the development of the 
formalism of quantum statistics, generally with 
account both of relativistic corrections and the 
second quantization of the Hamiltonian of the sys­
tern. Finally, for the investigation of the energy 
spectrum of the system, it is necessary to know 
the time dependence of the Green's function as well. 

*For the corresponding literature references, see refer­
ence 1. 
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The present article* is devoted to the consid­
eration of these problems (see also reference 5). 

1. THE EQUATIONS FOR THE GREEN'S FUNC­
TION IN QUANTUM STATISTICS 

The density matrix of the canonical ensemble 
has the form 

p = exp {- ~ (H- p.N)}, (1.1) 

where {3 = 1/kT, H is the total Hamiltonian of the 
system, consisting of the Hamiltonian of the free 
field ( H0 ) and the interaction Hamiltonian Hi; 
11- is the chemical potential, and N is the operator 
of an integral number of surviving particles (for 
example, the difference in the number of elec­
trons and positrons). 

Without limiting the generality, we shall carry 
out our subsequent analysis, for the case of the 
interaction of a single Fermi field lfJ (mass m) 
with a Bose field (mass K). 

The Hamiltonian of the interaction in this case 
is equal to 

H1 = - ~ j (x) rp (x) d3x, (1.2) 

j (x) = 1MgSp 1 [~ (x) ljl (x) -ljl (x) ~ (x)], 

N={~SPTd~(x) ~ (x)-\jl(x)cp(x)]d3x. (1.3) 

We shall not take a specific form for the inter­
action y and the variance of the field cp (for ex­
ample, for electrodynamics, y = YIJ.• cp =All-). By 
the usual methods of field theory3 we get 

*The authors have been informed that similar questions 
are considered by Abrikosov, Gorkov and Dzyaloshinskir. 12 
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P (~) = Po(~) S (~), Po(~) = exp {- ~ (H 0 - p.N)}, 
~ 

S (~) = T exp {- ~ dx4 ~ H1 (x4 , x) d3x}, 
0 

where T denotes the regular position of the oper­
ators from right to left in order of increase in 
time, while the operator f (x, x4) is determined 
from the relation 

(1.5) 

By analogy with quantum field theory,4 we gen­
eralize the interaction Hamiltonian, including the 
additional interaction with external sources of 
Bose ( J) and Fermi ( 1J) fields, namely, 

H1 (x, x4) = - {[j (x, X4) + J (x, X4)] q:> (x, X4) 

+ ;;;-(x, X4) ~ (x, x4) + iJI (x, x4) 'I) (x, x4)}. (1. 6) 

From (1.4) and (1.6), we get: 
a) for x4 in the interval from 0 to {3: 

op (~)I 'OJ (x, X4) = p0 (~) S (~) S (- X4) q:> (x, X4) S (x4) 

= p (~) ~ (x, x4),. 

'Opl o~ (x, x4) = p$ (x, x4 ), op 1 o11 (x, x4) =p ~J~\x, X4), 

o2p I o:;j (x, x4) o"l (x' ,x~) 

= pT($(x, x4)$(x', x'4 ) etc.; (1.7) 

b) for x4 outside the interval from 0 to {3, all 
functional derivatives are equal to zero. 

The arbitrary operator f ( x, x4 ) is connected 
with the operator f ( x) by the relation 

(1.8) 

Variation according to 1J and Tj" is to be under­
stood in the sense of variation to the right and 
left, respectively, i.e., 

op = ~ d4x ( o:rj :~ + ~ o"l) . (1.9) 

Using the commutation rule for 1/J and cp, we 
can obtain5 the following functional equations for 
the integral of the state: 

(ip + m- igro 1 oJ) oz 1 o~ (x) = "l (x) z, 

(- aa 1 ax., + x2) oz! oJ (x) 

= J (x) z-ig Sp {ro2z 1 o;;;-(x) o11 (x)}, (1.10) 

where z = ,6 <P:rip<Pn = Tr (p ({3 )) ( <Pn is the wave 
n 

function of the total Hamiltonian); ip = YvBv; 84 = 
(o/ox4 )-JJ.; ak=o/oxk; li=c=1; v=1,2,3,4; 
k = 1, 2, 3. Here the functional derivatives differ 
from zero only for x4 in the interval from 0 to {3. 

From (1.10), by the method of reference 6, we 
find the following operator solution for the state 
integral:* 

- {· s \'d4 8 8 8 } z - z0 exp tg p 'r .\ X 87) (x) 8~ (x) 8J (x) 

X exp ~ {J (x) D 0 (x- y) J (y) 

+ :;j (x) G0 (x- y) 'YJ (y)} d4xd4y, (1.11) 

where 

rk 

(1.12) 

Do (x- x') = (2ltt3 ~ ::: {(fk + 1) exp [ik (x- x') 

- wkl X4 -x~ll + fk exp [- ik (x-x') + wk lx4 - x~J]}; 

Go (x- x') = (ip -m) (2ltt3 

('dsK \(N/;- l)exp[ik (x- x') - (sk- p.) (x4 - x~)l X.)-- , 
2€k Nj; exp [- ik (x- x') - (sk- p.) (x4 - x~)] 

+ N- exp [- ik(x- x') + (sk + p.) (x4 - x~)]}, x4 > x~, 
+(N;~l)exp[ik(x-x') + (sk +·fL) (x,-x~)], x4 <x~; 

NT;-= [l + exp (sk =t= p.) ~r1 ; f = [exp (wk~)- lP; 

(1.13) 

Nk: (Nk) is the mean number of electrons (posi­
trons) in the state with energy Ek· Eliminating 
the meson derivatives, we get from (1.11) 

X exp {~~ (x) G0 (x- y) 'YJ (y) d4xd4y}. (1.14) 

Differentiating ln z with respect to the charge, 
we get the following operator solution for the ther­
modynamic potential: 

g 
- \' idg' \' 4 8 8 I) 

.Q- .Q Jg=o- .\ g'~z Sp 'f .\ d x 8-ij 8~ 8:1 z, 
0 

(1.15) 

Equations (1.11) and (1.15) can be expanded in 
power series in g, in which each term coincides 
with the corresponding approximation computed 
by the Feynman method. 3 

Our method is more suitable, especially for the 
higher approximations, since it is not necessary 
here to examine all possible Feynman diagrams; 
the entire problem reduces to the successive ap­
plication of functional differentiation in the re-

*Here and below the integral over the fourth component 
extends from 0 to (3. 
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quired order with respect to the charge, which is 
simple to perform. 

The mean value of any T -regular function of 
the field operators f ( 1/Jlf<p ) is calculated by the 
rule 

(1.16) 

For example, 

1 ll•z I 
= z il7J (x) 117) (x1) II7J (x') O"YJ (x~) J=~=o · 

We introduce the "one-particle" Green's func­
tion of fermions G and bosons D which, in ac­
cord with (1.16) can be written in the form* 

G (X' Y) = ..!._ ----=--112--=z ,---I 
z II7J (x) 117) (y) J=~=O• 

D - i)2Jnz I 
(x, y)= IIJ(x)IIJ(y) J=~=o· (1.17) 

with the aid of (1.10), we obtain the following set 
of equations for G and D: 

(ip+m-igj(rp(x)))G(x, y) 

+ ~ E* (x, z) G (z, y)d4z = o (x- y), 

(- a2 I (Jx~ + x2) D (x, y) 

-~II (x, z) D (z, y) d4z = o (x- y), 

(1.18) 

(1.19) 

(-a2 ;ax~+x2)<'rp(x))=-i!Spj[G(x, x4 ; x, x4 -s) 

+ G (x, x4; x, x4 + s)].._..0 , (1.20) 

E* (x, y) = g2 ~ yG (x, z) r (z, y, y') D (y', x) d4zd4y', 

II lX, y) = g 2 Sp \ 1G (x, z) I'(<!, y', y) G (y', x) d4zd4y', 
.; 

f (x, y, y') = 1o (z- y') o (y- y') 

- oE* (x, y) 1 o (ig (rp (y'))). (1.21) 

"One-particle" Green's functions are defined by 
the relations (1.19)- (1.21) for x4 only in the 
interval from {3 to - {3 • Outside this interval, 
these functions can be defined in arbitrary fash­
ion. 

We apply the condition of periodicity (with 
period 2{3 ) to the functions and expand them in 
Fourier series: 

*The first Green's functions for T i= 0 were introduced by 
Matzubara. 3 Our Green's functions differ from his in that a 
complete symmetry is established between H and N i.e., all 
the quantities depend on H-~ (while in Matzubara's case, 
x4 enters only with the factor H). As will be seen from what 
follows, this permits us to make the transformation to the 
p-representation in the equations for the Green's functions. 

G (x) = ~ (~n)" 2J ~ d3pG (p, p4) exp (- ipvxv), 
p. 

D (x) = ~ (~n)" 2J ~ d3pD (p, p4 ) exp (- ipvxv), 
p, 

I'(x, y, z)=I'(x-z, y-z)=i3-2 (2rrr0 2J ~I'(p, p') 

X exp {- ipv(x- zlv + ip: (y -z)v} d3pd'1tJ'. (1.22) 

It can be shown that: 1) the frequencies p4 for the 
Fermi particles take the form ( 2n + 1 ) rr I {3 while 
the frequencies p4 for the Bose particles take* 
only the values 2m/{3, where n runs through 
all integral values from - oo to + oo; 2) for G 
and D, the following relations hold: 

G (x4 = =F 0) = - G (x4 = ± ~), b (x4 = =F 0) = D (x4 ~~ ± ~), 
(. . a \ 
iJ=a-DJ. 

x4 ' 

This follows from the spectral representations for 
G and D, which have the form 

1 -
G (x, x') = z ~ <Jim, n (0) <Jin, m (0) exp [(p.N m- Em)~ 

m, n 

+ (Em- En+ p.N n- p.N m) (x4- X~) 

+ i (Pm - Pn) (x- x')], X 4 > x~, 

m, n 

+(Em- En+ fLNn- fLNm)(x4- x~) 

+ i (Pm- Pn) (x -- x')], X4 < x:; 

m, n 

(1.23) 

+(En- Em) I X4- x: I + i (Pn- Pm) (x- x')]. (1.24) 

The fact that we have only odd frequencies (in 
units of rr/{3) for the Green's functions G, and 
only even ones for the functions D, leads to the 
appearance of the Kronecker o in the integration 
over x4.t (The law of conservation of the "quasi-

*The circumstance that, in the case T i= 0, the thermody­
namic quantities are expressed in the form of a series in 
En= E(2mr/f3) was shown by E. M. Lifshitz 7 in another con­
nection. 

t The author thanks I. M. Khalatnikov, who recently called 
our attention to the work of Ezawa, Tomozawa and Umezawa, 
where a Fourier expansion has been carried out for the case 
p. = 0 in the matrix diagram technique. However, the Green's 
functions of Matzubara for p. i= 0 would have both even and 
odd frequencies, and therefore the integration over x4 does 
not always lead to the Kronecker B, and this transformation to 
the p-representation would not have been effective. 
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energy" at each angle of the Feynman diagrams. ) 
In the p -representation, the set of equations for 
the Green's functions is appreciably simplified 
and takes the following form: 5 

[- iNiv -I4P· + m + E* (p)] G (p) = ~ o (p4 - (2n + 1) rr I~), 
n 

[ke + x 2 - IT (k)] D(k) = ~o(k1 -- 2nrc 1 ~), 
n 

E* (P).= ( 2;;.~ ~ 2J 1G (p + k) r (p + k, p) D (k) d3k, 
k, 

IT (k) = (2;)23 ~ Sp ~_2; 1G (p + k) r (p -+ k, p) G (p) d3p, 
p, 

r (p, p') = ~ jO (P4- (2n + 1) TC I p) 0 (p.- (2m + 1) .-: 'p) 
n, m 

+ A(p, p'), (1.25) 

where 6 is the Kronecker symbol and A is the 
set of all diagrams of the vertex part, except the 
simple vertex. 

As would be expected, it follows from (1.25) 
that the arguments p4 and p~ in r (p, p', p- p') 
(which correspond to the "quasi -energies" of the 
Fermi particles ) take on only the odd values 
(2n+ 1) Tr/{3, and their difference (which corre­
sponds to the "quasi-energy" of Bose particles) 
has only the even values 2nTr/{3. 

By means of (1.15), the thermodynamic poten­
tial (Gibbs function) is also expressed in terms 
of the "one-particle" functions 

g 
. v 1 rr (kJ dg' 

.Q = .Q fg=o- (2n)3 ~ ~ j g' (k2- II(k)) rFk. 
k, 0 

(1.26) 

In concluding this section, we note that the tran­
sition to the non-relativistic approximation is con­
tained in the following way: we must substitute 
- iYvPv- 'Yp)l- + m for - ip4 - p,1 + p2/2m and 
G a{3 for Go a{3 everywhere. In fact, it is easy 
to see from Eq. (1.25) that it suffices to consider 
the transition to the non-relativistic limit only 
for the Green's functions without the interaction: 

Go= ~~~(~4 -(2n+1)rcl~) 
- Ly vPv - y 4f' + m 

(iYvPv + Y4f' + m) ~8 (p4 - (2n+1) rc I~) 

(p4- ifJ-)2 + p2 + m' 
(1.27) 

In the non-relativistic approximation, we have 
p, = m + p,1 ; y = 0; y4 = Oaf3; and all quantities 
are small relative to m. Leaving terms of first 
order of smallness, we obtain the following rule 
for transition to the non-relativistic case: 

2m8,~ ~8 (p4 - (2n + 1) rc I~) 

Go= - 2ip4 - m2 - 2fJ-lm + m' + P2 

8,~ ~8 (p4 - (2n + 1) rc I~) 

- ip•- fJ-1 + p2 I 2m 
(1.28) 

2. METHOD OF OBTAINING THE TIME­
DEPENDENT GREEN'S FUNCTION 

Up to now we have been concerned with tem­
perature dependent Green's functions which make 
it possible to compute all the thermodynamic char­
acteristics of interest to us. However, for prob­
lems on the determination of the spectrum, etc., 
it is very important to know the time-dependent 
Green's function. For simplicity we shall carry 
out the following analysis for a nonrelativistic 
Hamiltonian. 

Thus, our problem is to find the time dependent 
Green's function in quantum statistics; it is con­
venient to define the latter differently than was 
done by Landau, 8 namely 

G (x, t; x', t') = i <T (cp (x, t) cp+ (x', t'))), (2.1) 

where the dependence on time of any Heisenberg 
operator f (xt) is generalized in the following 
way: 

f (x, t) ~~ iCfi-'"fl)t f (x) e-i(H-!"N)t, (2.2) 

< > denotes averaging over the canonical en­
semble. It is easy to write down the spectral rep­
resentation for the time dependent function: 8 

- i 
G (x, t; x', t') = -2 

I ~,J cpn, m (0) 12 exp [(p.N n- En)~+ i (En- Em 

-p.Nm+(J.Nm)(l-t')-i(pn-Pm)(x-x')], for t>t' 

xl_ ~I ~n. m (0) 12 exp [(11.N m-En) p + i (En- Em (2 ·3) 
n, m 

-p.Nn+IJ.Nm)(t-t')-i(Pn-Pm)(x-x')], for t<t'. 

Comparing (1.23) and (2.3), we see that the 
transition from G to G is connected with the 
analytic continuation of x1, that is, G ( x- x'; 
t - t' ) in the interval t - t' > 0 is the analytic 
continuation in x4 ( x4 - it) of the function 
G ( x - x', x4 - x4 ) in the interval {3 > x4 - x4 > 0 
and the function G ( x- x', t - t' ) in the interval 
t - t' < 0 is the analytic continuation of G ( x - x'; 
x4 - x4) determined in the interval 0 > x4 - x4 > {3. 

Thus the problem reduces to the establishment 
of th~ form of the Green's function in the intervals 
(0{3) and (-{30). Forthispurpose,wemakeuse 
of the spectral representation of the Green's func­
tion G (x, x4 ). According to (1.23), we have 

1 
G(p,p4) = z 

(2.4) 

where p4 = ( 2n + 1) 1r I {3, n is an arbitrary posi-
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tive or negative number. It follows from (2.4) that 
it is always possible to represent G in the form 

+co 
G (p, p,) = (' f_(w, p) dw . (2.5) 

) -tp,- p. + w 
-co 

By means of (2.5) and (1.22), we can obtain G (p, x.d 
for the values of x4 in the interval from - f3 to {3, 
that is, 
G (p, x4) 

f +tdwf( ) exp[-(w-~)x4] h p_· >O 
- -~ w, p 1+exp(-(w~p.) ~] , w en t' > x, ' 

- \ +co (2.6) 
- (' dwf(w p)exp[-(w-p.)x,j whenO>x >-A. 

~ ' 1 +exp(w-p.) ~ ' 4 t' 
-<X> 

We then get for the time-dependent Green's func­
tion 

~ ' 1 +exp[-(w-p.) ~] l
+tdwf(w p) exp[-i(w-p.)t] for t>O. 

a (p, t) = i ~: 
(' dw f (w p) exp [-i (w-p.) t] for t < 0. (2. 7) 
.\ ' 1 +exp(w-p.)~ 

-co 

Making a Fourier transformation in t, we get 
the time-dependent Green's functi,on in the p­
representation:* 

where 

+co 
G ) . (' d f ) [ 3 + (p, + p.- w) 

(p, p, = t ~ w (w, P 1 + exp [-(w-p.) ~] _., 

3-(p4 + p.-w) J 
- 1 + exp (w- p.) ~ . ' 

co 

o± {IX) = ~ exp (± i1Xt) dt = Tto {IX)± if IX. 
0 

(2.8) 

Here p4 runs continuously through a series of 
values in the interval - oo to +oo. We shall show 
that the energy spectrum can be found from the 
temperature dependent Green's function. In fact, 
the spectral function f (w, p) is represented in 
the general case in the form t 

f (w, p) = L, An (p) o (w-En (p)) + p (w, p). (2.9) 

Substituting (2.9) in (2.6), we get 
An (p) 

G (p, p,) = S- ip4 +En (p)- p. 

+co + (' dw p (w) 
.l - ip,- I'"+ w. (2.10) 

-co 

*It follows from (2.8) that the dispersion formula for G, 
found by Landau, 8 is satisfied. 

tThe 8 function can be spread out somewhat, because of 
the interaction, and the singularity takes the form of a pole 
for complex values of En• 

where p4 = (2m+ 1) 1r/{3. 
On the other hand, it is evident that the poles of 

the time dependent Green's function are located at 
the points p4 = En - p. where En gives the energy 
spectrum of the system. Hence we obtain the fol­
lowing rule: to find the poles of the time-dependent 
Green's function (and, consequently, the energy 
spectrum also) it suffices to find the zeros of the 
analytic continuation of G-1 (p, p4 ) in the complex 
plane of p4• 

Consequently, En is determined from the fol­
lowing equation: 

-En+:; + E* (p, p4 = i (p.- Em))= 0. (2.11) 

In this case, the real part of En corresponds 
to the energy, and the imaginary part to the damp­
ing of the n-th excitation. As f3- 0, the levels 
with En < p. correspond to holes in the Fermi dis­
tribution, while the levels with En > p. correspond 
to the production of particles beyond the Fermi 
surface. It is also easy to determine the quantity 

(2.12) 

In the approximation, where the damping is small, 
i.e., rn « E~> (En= E~> -irn), we get from 
(2.11) 

- E~o> + f~ + E~ (p, ip4 = E~o>- p.) = 0; E" = E~- iE~. 

r - ~~ (p, P4l I 
n - 1- 0~0 (p, P4) I iJip, . (E<o> > (2.13) 

zp,= n -IL 

All these results are easily generalized to the 
case of Bose statistics: 

+co 
l5 (p, p4) = i ~ dw f1 (w, p) 

-co 

[ ll + (p4 + P:- w) + ll- (p4 + P:- w)] 
X 1-exp[-(w-p.)~] exp[(w-p.)~]-1' 

(2.14) 

where "ji is the chemical potential of Bose par­
ticles. The poles of the time-dependent Green's 
function correspond to the poles of the analytic 
continuation (in p4 ) of the temperature-dependent 
Green's function. Thus, for example, in the case 
"ji = 0, we have the following equation for the spec­
trum of the energy En: 

- E~ + p2 + x2- IT (p2; - E~) = 0. (2.15) 

In the case of small damping, we have 

r - III(p•; P:) / 
n - 2En (1- arro I iJp~) 2_ co>z' 

P,--En 

_ E~o>z + p2 + x2 _ n0 (p2; p! = _ E~>2) = 0, (2 .16) 
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3. A SYSTEM OF PARTICLES INTERACTING 
ACCORDING TO COULOMB'S LAW 

Let us consider a system of electrons and ions, 
interacting according to Coulomb's law. In this 
case, the Hamiltonian of the interaction, with ac­
curacy up to unimportant terms of the eigenenergy, 
can be written in the form 

X~ j~1·•> (x) V (x- x') W•> (x')d 3xd 1x', (3.1) 

where zA. is the charge of particles of type A.: 
e2/47rc = 1/137; n = 1. It is not difficult to see, 
according to Eq. (1.14), that the system under 
consideration is equivalent to a system of charged 
particles interacting with the fourth component of 
the vector field cp J.1., wherein 

D(o) (x- x') = V (x- x') o (x4 - x~). (3.2) 

Therefore we can at once set down the equations 
for the Green's function for a system of particles 
interacting according to Coulomb's law. 

Let us consider two limiting cases: 
1) When the ions are uniformly distributed (a 

translationally invariant system). In this case, 
the set of equations for the Green's function has 
the form 

[ip -r41LA + m~.- E~ (p)] a~. (p) 

= :;8o (p4 - (2n + 1) n: /~). 
n 

D (k) = D 0 (k) +Do (k) II (k) D (k), 

(3.3) 

(3.4) 

X~~ i4al. (p + k) ril.) (p + k, p) a~. (p) d3p, (3.6) 
p, 

rat.> (p, p') = 14 + A<t.> (p, p'), (3. 7) 

When Gn is the "one-particle" Green's function 
of particles with charge z (for electrons, ZA. = 
- 1 ) ; D ( k) is the distribution function of a Ion­
gitudinal photon with the presence of plasma taken 
into account. 

a) The self-consistent field approximation 
(Hartree-Fock) in terms of the equations just set 
forth corresponds to the following approximation: 
the mass operators are determined by Eq. (3.5) 
with neglect of r and A (i.e., it is assumed that 
II=A=O). 

b) Because of the singularity Do (k) = 1/k2 for 
small momenta, there are essential and higher ap­
proximations (the so-called "correlation" contri­
bution) and these eliminate the singularity in the 
D ( k) function at low momenta ( k). 

In a practical case, we consider the principal 
part of the correlation energy by computing II in 
first approximation, i.e., 

e2z2 ' 
rr<l) (k) = LJ (2n ); ~ Sp ~ ~ 1' 4 a~') (p + k) r4a~o) (p) d~p. (3. 8) 

), p, 

With the help of II<1> we can, by means of (1.26), 
obtain the following expression for the thermody­
namic potential in this approximation: 

[2 = [2 le~o + 2 ~ ~rr)" ~~In ( 1- ~2 II(l)(k)) d~k. (3.9) 
k, 

Separating the self-consistent part, i.e., II<1)(k)/k2, 

we obtain the following expression for the "corre­
lation" part of the thermodynamic potential: 

\i 
Qcor= 2(21<)3~ 

X~ h rln ( 1 - b- rr<t> (k)) + J.- n<t> (k)] d3k. (3.10) 
k, 

In the classical limit n- 0 and e2,sn1/3 « 1, we 
obtain the Debye-Hlickel theory. This corresponds 
to the approximation in which II~~)= II<l)( 0 )~ In 
this case, we get the well-known expression for 
the Debye radius A.D; it is determined by the ex­
pression 

A.-;2 = -- rr<l) (OJ 

(3.11) 

where nA. is the mean density of particles of type 
A.. Finding II 0 > we can, by means of (3.10), obtain 
not only the results of the Debye-Hlickel theory, but 
also all subsequent corrections (in terms of the 
Debye-Hlickel smallness parameter, i.e., e 2,Bn1/ 3 , 

to the thermodynamic potential. 
c) It is important the other limiting case, where 

the Gell-Mann-Brueckner approximation is valid 
(the parameter of smallness is me2 /n2n 1/3 ) also 
is contained in the given approximation of II <1> 

In fact, carrying out the necessary calculations,* 
we get the following results from (3.10) in the non­
relativistic approximation: 

*We note that the poles of the function cot (x,B/2)[tan 
(x,B/2)] are located at 2mr/,8[(2n + l)IT/,8]; therefore, summa­
tion over the frequencies of the Bose (Fermi) fields can be 
changed to a calculation of the contour integral. 
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where 

t<oJ _ fO, when s~o) > p., 
P - \1, when s~0l < p.. 

(3.13) 

(3.14) 

Expanding (3.14) in the smallness parameter set 
forth above, we obtain the results of Gell-Mann 
and Bruekner. 

By means of the method applied in Sec. 2, it is 
not difficult to establish the time dependence of the 
D -function. 

d) It is easy to verify that D has discrete poles, 
corresponding to the plasma. In this case, the equa­
tion for the determination of the poles an of the 
Green's function D, according to (2.15), has the 
form 

(3.15) 

The continuous spectrum corresponds to pair pro­
duction, and the discrete spectrum gives the energy 
of the plasma. Going on to the case (3 ~ 0 we ob­
tain the results we had previously. 

In conclusion, we note that the best results for 
the Green's function in the case under considera­
tion are obtained if we solve the set of equations 
(3.3)- (3.6), setting r = y. 

2) The other limiting case of interest to us is 
the one in which the ions are so correlated with 
their own electrons that an appreciable violation 
of the translational invariance takes place, which 
is the case for example, in the statistical theory 
of the atom. In this case, we can assume the ions 
are fixed in their lattice sites (atoms) in first 
approximation, and the problem can be reduced 
to the interaction of electrons with the scalar 
components of the electromagnetic field. [ D0 is 
determined as before by the equation V'2D0 ( x, y) 
= o ( x- y) ] . Inasmuch as the distribution of the 
ions is essentially non-uniform, the "one-particle" 
Green's functions depend not only on the difference 
of the spatial coordinates (the dependence on the 
fourth components is differential, as before ) . The 
problem consists in obtaining a system of equations 

for the Green's function in the presence of an ex­
ternal field, which violates the translational in­
variance of the system. For simplicity, we con­
sider an approximation in which r = 'Y (in prac­
tice, this is the best approximation for atomic 
systems). It can be shown that in this case, the 
equations for the Green's function have the follow­
ing form: 

{- i (p4 - ip. + ie (cp (x))) '(4 + Wx} G (p4, x, x') 

+ ~ r: (p4, x, y) G (p4 , y, x)d3y 

=o(x-x')o(p4 -(2n+1)rr/~); (3.16) 

L\ (cp (x)) =ep~ + ~ Sp '14 ~G (p4 , x, x); (3.17) 
p, 

- t:.D (k4 , x, x') 

-~II (k4 , x, y) D (k4 , y, x') d3y = o (x- x'); (3.18) 

II (k4 , X, y) 

We transform to the p -representation relative to 
the difference in coordinates, i.e., 

G ( ) 1 \ G ( ) ip(x-uJ ds 
P4• X, y = (2n:)" .\ P4• X, p e p. (3.21) 

Omitting the necessary calculations, we get the 
final form for the Green's function in the case 
being considered: 

(-ir.P,-'1 4P.+m+er4 (cp (x)) + E* (x, p))G(x,p) 

n 

t:. (cp (x)) = epi + (Zn:~"~ Sp ~ r4 ~ G (x, p) d3p; 
p, 

[(p- iv)2 - II (x, p)] D (x, p) = 1, 

(3.22) 

(3.23) 

(3.24) 

(3.25) 

II (x, k) = (2:;. ~ "'· Sp ~ r 4G (x, p + k) '(4G (x, p) d3p, (3.26) 
p, 

where 

Here the operator V' acts on the functions to its 
right. 

a) The Hartree approximation in terms of these 
equations corresponds to II = ~ * = 0. In this case, 
we can write the following symbolic solution for G: 
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~a (p4- (2n + 1)" 1 ~) 

G (x, p) = -iyi-y4p. + m + ey4 (q> (x)). (3.27) 

It is not difficult to show that 

-+Sp"[4 ~G(x,p)= 2(W-W), (3.28) 
p, 

where 
N± = lJ(l + exp(~~f)), 

(3.29) 

(In the classical approximation, V = 0). 
Thus, in the Hartree approximation, we obtain 

the following symbolic equation for < cp > : 

-!:! (cp (X)/ =- ep i-+ (::)" ~-p (<) d3p, (3.30) 

where p = :N+ - N-, N± and € are determined by 
(3.29). We obtained the generalized Thomas-Fermi 
model with all the quantum and relativistic correc­
tions. 

In the nonrelativistic approximation., Eqs. (3.30) 
coincide in form with the operator equations ob­
tained by Kirzhnits. 9 

b) Calculation of the exchange energy corre­
sponds in our case to the calculation of the mass 
operator in first approximation (setting D = D0 ). 

In this case we obtain the generalized Thomas­
Fermi-Dirac model in operator form with all 
quantum and relativistic corrections (or the 
method of Hartree-Fock). The correlation cor­
rections in our case, when the homogeneity of the 
spatial distribution of the charge is disrupted, have 
a still greater significance .10 In order to find them, 
it suffices to compute the polarization operator in 
first approximation: 

n<rl (x p) = (Z:;s ~ Sp f ~ 14G (x, p + k)"[4G (x, k) d3k. (3.31) 

In this case the correlation part of the thermo­
dynamic potential is obtained with the help of (1.26). 

In conclusion, we note that in the case in which 
the potential V (x-x') is short range, there are 
significant higher corrections to the function, and 
it is more appropriate to express the mass oper­
ator in terms of the two-particle Green's function 
G12: 

~E* (x, y) G (y, x') d4y 

= g 2 ~ V ~x- y) & (x4- Y4) Gr2 (x, y, y, x')d4y, 

where G12 (x, y, x', y') = <T (1/J (x) 1/J (y) "¢ (x') x 
"¢ ( y' ) ) > . It is not difficult to obtain the equation 
for G12 (in first approximation, this equation is 
of the Bethe-Salpeter type). Solving simultane­
ously for G and G12, we obtain results corre­
sponding to the Bruekner approximation (we ob­
tain the "gaseous" approximation if we solve the 
equation for G12 approximately, setting G = G0 
in it). In this approximation superconductivity 
is also explained. 

This question will be discussed by us in more 
detail in another paper. 

The author is very grateful to I. E. Tamm, 
V. L. Ginzburg, and D. A. Kirzhnits for their in­
terest in the research and for useful discussions 
of the results. 
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