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The theory of galvanomagnetic effects in metals in large magnetic fields is developed, 
without any restrictive assumptions concerning the dispersion law of electrons or the 

II . . . ll co ISIOn mtegra • 

A LARGE number of experimental and theoretical 
studies have been devoted to the behavior of 

metals in electric and magnetic fields. After the 
discovery of Kapitza2 of a linear increase of re­
sistivity with field in a number of metals, it was 
shown by Justi 3 that all metals can be divided into 
two groups . In the first group ( Cu, Na, In, Al, .. ) 
the resistivity in large magnetic field tends to a 
saturation value; in the second group ( Bi, Be, Zn, 
Mg, ... ) it grows without limit as the square of the 
magnetic field ( p "' H 2 ). Borovik 3 moreover 
showed that there is a characteristic difference in 
the behavior of the Hall field between these two 
groups. He also showed3 that the linear growth 
of resistivity ( Kapitza law) is observed in the 
transition region between two regions of quadratic 
growth. 

In previous theories of the galvanomagnetic ef­
fects, it has been usual to start with some specific 
assumption about the form of the electron energy 
spectrum and of the metal and about the electron­
lattice interactions. In order to explain an un­
limited growth of resistivity, it has been usual to 
introduce "holes" (positively charged current 
carriers) somewhat artificially as well as elec­
trons (negatively charged current carriers), and 
the precise physical meaning of the holes was ob­
scure. 

In the present work, a theory of galvanomagnetic 
effects is developed which involves no special 
assumptions beyond the use of the Fermi distribu­
tion for the electrons in the metal. 

l, CON"DUCTION ELECTRONS IN A MAGNETIC FIELD 

The current carriers in a metal--the elementary 
excitations usually called metallic electrons or 
conduction electrons--are characterized by quasi­
momentum p, energy f, charge e and spin ~. The 
periodicity of the crystalline lattice leads to a 
periodic dependence of the energy f on the quasi­
momentum p with the period of the reciprocal lat-

41 

tice 4 • f = d p) is a many-valued func-tion, so that 
more exactly we have f = fn ( p ), where n denotes 
the number of the energy band ("zone"); in what 
follows we shall omit the subscript n. Close to 
points of minimum or maximum energy, the con­
stant-energy surfaces are clearly closed, and more­
over, in the immediate neighborhood of the extremal 
points they are ellipsoidal. Any (closed) constant­
energy surface close to an energy minimum en­
closes (in momentum space) a region where the 
energy is smaller than its value on the surface 

( V Pf directed out of the region), while any closed 
surface close to an energy maximum encloses a 
region where the energy is greater than its value on 
the surface ( V f is directed into the region). 

p 
Since d p) is a periodic function, the surfaces 

described above will be repeated periodically 
throughout the reciprocal lattice. l3etween these 
surfaces, which are topologically simple, there 
must occur more complex ones--self-intersecting and 
open surfaces. We call open surfaces those which 
pass continuously through the whole reciprocal 
lattice. Thus Fig. l shows the energy surfaces in 
two dimensions given by the equation* 

It will be seen that if A 1 = A 2 , a single open 

surface exists ( Fi~. la ), Lut that if A 1 =I= A 2 , there 

exists a whole fan•ily of them (Fig. lb ). 
In the real three-dimensional case, a great 

variety of open surfaces may arise, which may be 
simply or niultiply connected (some examples of 
open surfaces are shown in Figs. 2-5 ). 

The energy levels of a solid, the structure of 
which we have described above, are filled by elec-

* The corresponding eq~ation in three dimensions 

gives the dependence of energy on momentum according 

to the tight-binding approximation 5 , 
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a b 

FIG. l 

trons in a way which is determined ( at absolute 
zero ) by the number of electrons per atom and by 
the disposition of the zones (i.e., whether or not 
they overlap). In what follows, we shall he inter­
ested only in the zones which are only partly filled 
(clearly, such zones always exist in a metal 4 ). In 
the general case, there will he several such zones, 
so that the limiting Fermi surface, d p) = s, will 
in general consist of several separate surfaces, 

a 

each repeated periodically hecaw;je of the periodi­
city of the function d p ). 

Consider now the motion of a conduction electron 
in a constant and uniform magnetic field H directed 
alongthezaxis(H =H =O;H =H). Weshall 

X y Z 

use the classical equations of motion, i.e., we 
neglect quantization of motion in the magnetic 
field. For magnetic fields satisfying pli « s 

b 

FIG. 2 
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FIG. 3 

FIG. 4 

FIG. 5 

(which is perfectly well satisfied for all attain­
able fields), this is clearly permissible if we are 
not interested in the small quantum oscillations6 

superposed on the monotonic rise of resistivity and 

Hall field with magnetic field*. 
When moving in a magnetic field H, the conduc­

tion electrons conserve their energy f and p z' the 
component of the momentum p along the z axis. Thus 
the trajectory of the electrons in momentum space is 
given by the curve 

e (p) = const; Pz = const. (l) 

The character of the motion along the trajectory in 
momentum space depends essentially on whether 
the curve (l) is closed, i.e., breaks up into a 
number of closed curves each lying within a single 
cell of the reciprocal lattice**, or open, i.e., run­
ning continuously through the whole reciprocal lat­
tice. 

For closed energy surfaces, every trajectory in a 
magnetic field is a closed curve. For open energy 
surfaces, both open and closed trajectories may oc­
cur. [Suppose, for instance, that the constant­
energy surface is an "undulating cylinder" (Fig. 
2a ); then if the magnetic field is perpendicular to 
the axis of the cylinder, the trajectory is open, but 
for all other field directions it is closed.] In in­
vestigating the properties of conduction electrons 
in a magnetic field, it is convenient to classify 
open surfaces as follows: 

l) Surfaces which contain open orbits only for 
unique directions of the magnetic field (or for 
none at all); 

2) Those for which there is a one-dimensional 
infinity (two-dimensional angle) of directions of 
magnetic field leading to open trajectories; 

3) Those for which there is a two-dimensional 
infinity (solid angle) of directions of magnetic 
field leading to open trajectories. 

The simplest example of the first class of surface 
is that shown in Fig. 7b; of the second class, the 

* More exactly, in order for the classical equations of 

motion, and in particular, the concept of a trajectory in 

phase space, to be valid, two conditions must be satis­

fied: 

"A= n I Po <S r = cp0 I eH, a <S r; 
where a is the lattice constant. It is easy to see that 

the first condition is identical with that given above 

(assuming fo = p~ I 2m0 ), and the second C{)ndition is 

then evidently satisfied, since n I p0 "' n 113 , where n 

is the density of electrons, of the order of, or less than, 

one electron per atom (i.e., 7r lp0 ~ a.). 

** Note that if the ( x, y) plane does not coincide with 

one of the crystallographic planes, these closed curves 

will not all be identical. 
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"undulating cylinder"(Fig. 2a; the two-dimensional 
angle is here 2TT ); of the third class, the "undulat­
ing plane" (Fig. 3; the solid angle is here 4TT, ex­
cluding only the direction perpendicular to the 
"plane"). A variety of multiply-connected surfaces 
can occur, all of which can be classified in this 
way. It should be noted that for surfaces of more 
complicated topology ( as illustrated in Figs. 4 and 
5) open trajectories are only encountered extremely 
rarely. 

In the present work we shall examine in more 
detail the properties of conduction electrons in a 
magnetic field in those cases where the basic role 
(see below) is played by closed trajectories. The 
investigation of other cases involving more compli­
cated topologies of the energy surfaces will be the 
subject of a separate communication. 

The position of an electron on the curve (l) is 
determined by the time of rotation t, reckoned from 
some ( arbitrary) point on the trajectory. From the 
equations of motion 

dpldl=(elc)[vH]; V=Vps (2) 

we obtain, noting that v.J.. (with components v.., and 
v ) is normal to curve (l), 

y 

dl I dt =- (eH I c) v ..L; v ..L = V v; + v;. 
Here dl is the element arc of the curve (l), taken 

in the direction of motion along the trajectory in 
momentum space. Integrating the above equation, 
we obtain 

t =- (c 1 eH) ~ dl I v ..L· (3) 

If the curve (l) is closed, then the period of rotation 
around the curve is 

T __ ~ ,f., _£_ __ _s_ oS 
- eli 'j' v ..L - eli ih (4) 

Here S = S ( f, p z) is the area of the plane p z 

= constant intersected by the surface d p) = con­
stant. The last equation is easily obtained, noticing 
ing that 

S = ~~ dpx dpy = ~ ds ~ dl IV ..L. 

It is natural to call the quantity m* = ( l / 2TT) 
X as;af the effective mass of the electron in a mag­
metic field. For free electrons, 

so that as;af = 2TTmo. We note that m* = m*(f, 
p z) is a function off and p z --quantities which are 
conserved in a magnetic field. The usual definition 
of the effective mass tensor--

is inconvenient in a magnetic field, since on this 
definition the mass varies around the trajectory. The 
connection between period and effective mass, 

T = -2-r:cm"leH (5~ 

is the same as for free electrons. 
The sign of the effective mass m* ( f, p ) is de-

z 
termined by whether the energy inside the surface 
d p) = f is greater or less than c. In the first case 
m* is positive for all values of p z; in the second 
case, negative. 

If the curve (l) is self-intersecting, it is not 
possible to establish such a simple criterion for the 
sign of the effective mass. 

It should be emphasized that for open trajectories 

the concept of effective mass, naturally connected 
with the period of rotation around the orbit, cannot 
be introduced. 

2. KINETIC EQUATION FOR CONDUCTION ELECTRON 

IN A MAGNETIC FIELD 

So far, we have investigated the motion of a 
single conduction electron in a magnetic field. We 
now consider the electron gas in a metal in con­
stant and uniform electric and magnetic fields. To 
describe the states of the electrons it is now 
natural to use as variables f, p z and the dimension­
less quantity 

" = t I To = (I I 2rrm0 ) ~ dl I v j_, 

specifying the position of the electron along the 
trajectory in momentum space ( cf. Eq. (3)]. Here 

T 0 =- 2rrcm0 j eH,, (5a) 

where m 0 is a characteristic mass introduced only 
for convenience; since in the final formulas m0 

disappears, we need not specify it more precisely. 
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The kinetic equation for the distribution func­

tion f = {(<, p z' T) in the variables chosen has 
the form: 

at · at · at · (at) ~ 't + apz Pz + ~ s + Tt CT = 0. (6) 

We consider the stationary case; the values of T, 
p and ; are obtained from the equations of motion 

z 

d pI dt = (e I c) [vH] + e E, (7) 

where E is the electric field strength. (a{! at) c oll 

= t~1 WI {l is the collision integral, the form of 
which will not concern us except in Sec. 6; t 0 is 
a characteristic relaxation time. Using Eqs. (2) 
and (7), we find 

~=evE; p. =e£; • z z 

~= ; 0 (1- v~ff [v.LE]z)· 
(8) 

In what follows 'we shall, as is customary, assume 
that the energy acquired by an electron between col­
lisions is not only very small compared with the 
Fermi energy (, but that it is also small compared 
with ke ( e = temperature of the electron gas). This 
permits linearization of the kinetic equation with 
respect to the ekectric field E. Thus we suppose 

that 

where [0 is the equilibrium Fermi function. For tjJi 
we easily get a linear equation, on neglecting terms 
quadratic in the electric field, 

Here y 0 = H ofH, where H 0 is the magnetic field 

for which the period of the Larmor precession T 0 

is equal to the relaxation time t 0 [ cf. (Sa)]. The 
role of boundary condition for Eq. (10) is played 
for closed orbits by the periodicity condition (with 
period T /T 0 ) on the function t/1 i, and for open 
trajectories by the requirement that tjJ i shall remain 
finite. 

Averaging Eq. (lO) over T, we obtain 

(ll) 

The bar denotes an average with respect to the 
"time" T ; 

T T\·T' 
u=-fJuch .. 

0 

In the case of open curves the average must be 
taken in the limit as T -> oo • 

For the closed curves (1) 

V" = 0, (IX= X, y). (12) 

Indeed, the dependence of v on Tin the linearized 
equation is given by the equations of motion (2): 

V · =- - 1 - (ipy Vy = - 1- i!px (13) 
x 'l:r:m 0 (!T ' '2:rcm0 d-r · 

The averaging of the derivatives with respect to T 

for closed trajectories leads naturally to the result 
(12). The mean value of the z-component of 
velocity v is always different from zero, because 

z 
in the direction of the magnetic field the motion is 
unbounded. 

As remarked above, a detailed study of the vari­
ous types of open trajectory will be published 
separately. To show that a change in the topology 
of the energy surfaces leads to new results, we 
consider briefly here the simplest case*, in which 
the curves (1) are sections of the "undulating 
cylinder" by the planes p z = constant. Suppose 
the magnetic field to be perpendicular to the cylin­
der axis. Choosing the x direction to be along the 
cylinder axis, we find, on averaging (13), 

Vx = 0; Vy =/= 0; Vz =/= 0. (14) 

In the case of arbitrary open curves, v"' =f. 0. 

3. SOLUTIONS OF THE KINETIC EQUATIONS. 
STRONG MAGNETIC FIELD 

In what follows we shall be interested in mag­
netic fields lar&e compared with H 0 , i.e., y 0 << l. 
We look for a solution.of Eq. (10), satisfying condi­
tion (11), in the form of a power series in y 0 : 

00 

'fi = ~~~~~k). (15) 
h=O 

* The major problem in treating surfaces of the second 
and third type ( cf. Sec. 1) is to determine the variation 
of physically interesting quantities with field direction. 
In the present communication this problem is not solved. 
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Substituting (15) in (10), we obtain a set of e qua­
tions for the functions tj;~k): 

al)i(o> 
-'-=0· a-. , 

al)i<k> _; + W {w(k-1J} = O· (k = 2, 3, ... ). (16) a-. I' , 
From these, 

.b!I<J- c!k>- ;j)!k>. ;])<~') = o· 
'fl - t 11. ' 1 t ' 

(17) 

.,. 

~~1 ) = ~ {W (C~0))- f~ (s) v;} d't; 
0 

-r 

~~k) = ~ w {~~k-1)} d't (k = 2, 3, ... ). 
0 

Here the C (k) are functions only of E and p , found 
' z 

from Eq. (ll): 

WA (C(O) ' -
o i )=fo(s)v;; (18) 

(k = 1' 2, ... ); 
T/T, T I r;-

Wo= ~ ~ ~ W(e, pz,'t; s',p~, 't')d'td't'. 
0 0 

The expressions (17) and (18) enable us in princi­
ple to calculate the functions tj;~k). For explicit 

calculations'! .. .,.it is necessary to know the form of 
the operator W. However, many important results 
( on the variation of conductivity, Hall field, etc. 
with H in strong magnetic fields) can be obtained 
without explicit calculation. We shall see that it 
is possible to deduce the asymptotic behavior of 
the experimentally measurable quantities simply 
from a knowledge of the topology of the constant­
energy surfaces in the neighborhood of the limiting 
Fermi enerqy t;;. 

Two cases may be distinguished (noting that 
because of the factor {~ (E) on the right-hand side 
of Eq. (10), only energies close to the Fermi energy 
are important] : 

1) In the interval & "- k() where the Fermi func­
tion is changing, there are no open trajectories for 
the field direction considered; 

2) In the interval & "- k() where the Fermi func­
tion is changing, open trajectories exist (in particu­
lar, the trajectories on the Fermi surface itself are 

open)*. 
In the first case, we may use the fact that in the 

whole of the relevant energy interval, vex =0( u. 

= x, y ). We then have c~o> = 0 ** so that [ cf (17) 
and (13)] : 

.:; = ·-· (-~ P r·' I 2"m + oo) --+-- ·r2·!J (2) + ... 
•x lo yo o x 1 o•x '(19) 

•) = ., (p f' 1 27:m + C(ll) + ·r2•])12J + · 'y IQ , X 0 O y I'() I y • • ' 1 

•!! = oo) --+-- "' .;;(1) + 
l Z Z 1 •o I Z 0 0 0 

The important result emerges that tj; and ,/, have 
ex 'f" z 

different asymptotic behaviors in high fields, i.e., 
for y0 tending to zero . 

In the second case (where open trajectories ex­
ist in the interval DE "- k()) zero-order terms appear 
in the expansion for all tj; .: 

' 
(20) 

For the particular case of a magnetic field perpen­
dicular to the axis of the "undulating cylinder", 
we obtain from (14) and (18): 

• 1) == ., (- p f' 1 2rrm + 01l) + ·1r2·iJ(2) + ... ; (21) ·.•: 'o yo o x o•.r 
•11 = c<oJ + ·r •iJ(J) + ... 

1 y,z y.z I0 1 y,z 

4. THE CONDUCTIVITY TENSOR 

To construct the conductivity tensor we use the 
expression for the current density: 

j i = !~ ~ v J ( d p). (22) 

Here the integral should be understood in the follow­

ing sense: 
1 -~ 

~ ... (dp) = lim 0 ~ · · .(dp), (22') 
a~ 00 (GV,) 

where G is the number of cells in the reciprocal 
lattice and V 0 the volume of one cell of the recipro­

cal lattice. 
In the case where only closed trajectories are 

present, the range of integration in (22 ') must be 

* Various cases can then be distinguished, as was 
discussed above, 

** The first of Eqs. ( 18) has in !this case only the 

trivial solution C~O) = 0. This may be easily deduced 

from the fact that otherwise all the remaining equations 

for the c(k) would have no solution, 
ex 
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chosen so that each orbit lies wholly within it. In 
particular, 'if these trajectories belong only to 
closed surfaces (more exactly, if only such trajec­
tories are of in,portance ), the integration over all 
p-space can be reduced to a sum of integrations 
over separate cells of the reciprocal lattice (summed 
over the different zones), where in each integral 
(i.e., in each zone) the cell must be chosen so that 
the whole closed surface lies within it. 

Substituting for fin terms of the functions tf;. 
' and comparing the expression obtained with Chm's 

law j i =a ikE k' we obtain 

We note that aik (H)= a ki( -H) in virtue of the 

principle of symmetry of kinetic coefficients ( Hef. 
7, Sec. ll8). These relations are easily obtained 
by making direct use of the kinetic equations for 
the function f and the Hermitian property of the 
collision operator. 

Substituting the value of tf;k from (19) into (23), 
we obtain in the first case (no open trajectories in 
the interval where the Fermi function is changing) 
a conductivity tensor of the form: 

C",, ioaxy ''"") (24) 
(jih (H) = l 0ayx -v2a "' a IU yy lo yz · 

'( o azx '(oazy azz 

The expansion of the matrix elements a ik in powers 

of y 0 in general begins with the zero order term. It 
should be noted that in special cases some terms 
may be zero from symmetry requirements (for in­
stance, a . =a =a = a = 0 in the isotropic 

xz yz zx zy 
case)*. 

All the matrix elements a ik are functionals of 
c~k) and consequently depend on the collision in­
tefcral ( cf. below, Sec. 5 ). An exception is 
a 0 l ( = - a(O l) --the zero-order term in the expan-

xy yx 

sion of a xy in powers of y 0 • Indeed, from (23) and 
(19), 

.(ll) = -- 2e2 to \ _( ~ -t- c(o)'\ t'' (~) (d p) a,y 1. 3 v, 2 y . o - . 
~ .. , r:Jflo / 

changing the variables <, p z and 'T, and noting that 
the Jacobian of the transformation is 

* The first terms in the expansion of a and a in 
XX YY 

powers of y0 vanish because of the particular form of 

tj;(l) and tj; (l) in (19) ( cf. below, calculation of a (O) ]. 
x y yx 

3 (px, Py' Pz) I a (s, -::, Pz) = 2,;mo, 

that v = -( 1/21Tm )ap I aT and that c(O) t's 
X 0 y ' y 

independent of T[cf. (17)], we obtain 

= - ~ \j' (~) ds [' dp th p dp 
r:moli3 .) o .) z 'j'' .< y' 

The inner integral cp p dp = ± S ( f p ) where 
X y ' Z ' 

S ( <, p z) is the area of the plane p z = constant 

intersected by the surface f ( p) = f, and the sign 
is determined by the sense of rotation around the 
orbit, i.e., by the sign of the effective mass m* 

( cf. Sec. 1 ). Since a = y a we have asymp-
xy 0 xy' 

totically in large fields: 

_ _ ec 2 {·~· iJ/0 
"->ry-- -- -de . H Ji3 iJz -

Here the first integral is taken over those parts of 
the zone where m* > 0, and the second over those 
parts where m* < 0. 

If we put - f~ (f) = o ( f - () , we get 

Thus finally, if the closed trajectories under con­
sideration are situated on closed surfaces, we ob­
tain 

Here V / () is the volume enclosed by the surfaces 
f ( p) = (, within which the energy is less than ( 

(i.e., m* > 0 ), and V / () the volume enclosed by 
the surfaces d p) = (, within which the energy is 
greater than ( (i.e., m* < 0 ). Noting that states 
with energy less than (are occupied by elec­
trons, we obtain 

(26) 

Here n 1 is the number of states occupied by elec­
trons with positive effective mass, and n 2 the 



48 M. I. KAGA~OV 

number of unoccupied states with negative effec­
tive mass. It is natural to call n 1 the number of 
"electrons", and n 2 the number of "holes". 

It should be emphasized that it is only possible 
to introduce these concepts if in the energy inter­
val 8f there exist only closed, nonintersecting 
energy surfaces. Thus, if in the interval 8f there 
exist only closed surfaces, the asymptotic value 
of a is given by Eq. (26). In this case we note 

xy 

that a does not depend on the direction of the 
xy 

magnetic field. If, however, the closed trajectories 
have arisen as sections of open surfaces, then the 
transition from (25) to (26) cannot be made. In 
this case a is as before proportional to l/H, 

xy 

but is now strongly dependent on the direction of 
the magnetic field. 

The case n 1 = n 2 needs special consideration 
(here, of course, we are still considering closed 
energy surfaces). In this case a~0} = 0, i.e., gen­
erally speaking*, 

(27) 

It should be noted that equality of the numbers of 
electrons and "holes" is not something except­
tiona!; all metals with an even number of electrons 
possess conduction electrons only because the 
energy bands in the metal overlap. It is natural 
that the number of vacant states (number of 
"holes") in the lower zone should be equal to the 
number of occupied states (number of electrons in 
the upper zone [ cf. Fig. 6 ). We recall that it is 

m•<o 
No masses 

FIG. 6. Shading indicates occupation of states ate= 0. 

A 
* In the special case of isotropic dispersion and W 

3 = 1, axy "'y0 for n 1 = n 2 • 

only possible to speak of "holes" and "elec­
trons" when the empty and occupied states corre­
spond to closed energy surfaces. This will al­
ways be the case if the overlap of energy zones is 
not too great (Fig. 6 ). Strictly speaking, exact 
compensation ( n 1 = n 2 ), leading to the result (27), 

is possible only at the absolute zero. Thermal ex­
citation will cause the removal of electrons from 
deeper states in the zone, not equivalent to closed 
surfaces and therefore not contributing to the 
"number of holes". Thus, although the number 
of electrons in the upper zone is equal to the 
number of vacant states in the lower zone, the 
equation n - n = 0 is violated in this case. Evi-

l 2 

dently, 

(28) 

where n is the number of electrons in the zone and 
~f is the energy gap between the Fermi surface 
and the nearest open surface. 

Thus, if there exist no open orbits in the interval 
8f, all a 'k (except a ) ten to zero asH tends to 

! zz 

infinity ( H >> H 0 ); but the nature of the asymptotic 
approach to zero is different for the different co­
efficients [ cf. Eq. (24) ]. 

This statement is valid only at the absolute zero 
of temperature ( e = 0 ). At finite temperatures, 
i.e., if f~(d =f.- 8(f- ~),we cannot in general 

put v"' = 0 everywhere, since among all trajectories 
there may be open ones. This leads to the appear­
ance of zero-order terms in the expansion of all 

the a ik with respect to y 0 • However, owing to the 

factor f~ (f), the zero-order terms 1/J~ 0 ) are of order 

exp (- ~f /k6 ), where ~"' 1 is a quantity of the 

order of the energy gap from the Fermi surface to 
the nearest surface containlng open trajectories. 
The appearance of zero-order terms in the expan­
sion of 1/J. leads to the appearance of zero-order 

! 

terms in the expansion with respect to y 0 of all the 
matrix elements aik' However, in all the elements 

a 'k (except a ) these terms are neglibly small 
! z z 

up to fields of order H 0 exp ( ~f /k6), which are at 

present unattainable*. 

* Moreover, the quantization of orbits in a magnetic 

field 6 must be taken into account at a much earlier 

stage. 
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In the second case (when open tra~ectories do 
exist in the interval 8E"' k8) all tjJ~ 0 are different 
from zero (20). In consequence of this, all the 

matrix elements a .k tend to saturation for H >> H · 
' 0 

Moreover, all the a ik now depend on temperature 

even at low temperatures, where normally (in the 
absence of a magnetic field) the kinetic coeffi­
cients depend only feebly on temperature. 

When the energy surfaces are of the second or 
third type ( cf. Sec-. 1 ), an extremely strong aniso­
tropy should be observed in the dependence of a ik 

on magnetic field. In fact, as the direction of the 
magnetic field approaches that in which there exist 
open normal sections, the size of the tensor com­
ponents a ik changes considerably [because of the 

change in character of the solutions of (16)]. For 
instance, in the simplest case of the "undulating 
cylinder" (see above), as long as the magnetic 
field H is not perpendicular to the cylinder axis, 

the asymptotic dependence of a ik on magnetic 

field is given by (24), while if H is perpendicular 

to the axis, 

jectories in the interval 8E rv k8), the Fourier 
method can be used to analyze the solution of Eq. 
(10). For convenience, the position of the electron 
in its orbit in momentum space will be specified 
in this section by the phase Cjl, varying from 0 to 
277: 

[cf. (3) and (4)]. 
Expressing Eq. (10) in terms of the new variable 

Cjl, we obtain 

Here y = ( T / 277T 0 )y0 = T/ 277t0 and is a function 

off and p z in distinction to the constant y 0 intro­

duced in Sec. 2. We now expand v and tjJ in Fourier 
series: 

00 

v (s, pz, q;) = ~ vi< (s, P) ei"", (32) 
k·=-00 

00 

~ (s, Pz' '1) = S ~1, (s, pJ ei 1'"· 
li-=-00 ,., 

(29) Expressed in Fourier components, Eq. (31) be­
comes: 

[ cf. (~3) and (21)] . As before, expansion of the 
matrix elements a;k in powers of y 0 begins with 

the zero-order term. 
Thus, an experimental determination of the 

asymptotic behavior of a ik in strong magnetic 

fields for various orientations in principle makes 
possible a clarification of the topology of the 
constant-energy surfaces in the region of the 
Fermi energy. 

It should be noted that the usual experimental 
arrangement, in which the electric field is measured 
for only one current direction, does not permit a 
determination of the dependence of all a ik on mag­
netic field. It is essential to compare the results 
of measurements for three noncoplanar directions 
of current flow. There ate at present no experi­
mental results which can be used for this purpose. 

5. FOURIER METHOD 

In cases where only electrons moving along 
closed trajectories are important (no open tra-

A 
here W k k, is the Fourier component of the operator 
A 

W and is an operator with respect to the variables 
f and p z; summation over doubly occurring indices 
is understood. Note that the equations of motion 
(2) (connecting the quantities p and v entering 
into the linearized equations), when applied to the 
Fourier components of p and v assume the form 

ikp"=m*[v"n]; H=Hn. (34) 

The vector tjJ can be represented as follows: 

~ = [mp] + 6 n; qJ = [~n]; 0 = (~n). (35) 

From (33), (34) and (35) we have 

ik qJh + ·(W hh'qJh' = ik"(f~ (s) ph/ m""; 

ik6h + "(W hh'o", = 1!~ (s) vf. 

(36) 
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In expanding Cfk and () k in powers of y it is con­
venient first to eliminate Cf'o and () 0 . Substituting 
k = 0 in Eqs. (36), we have 

(37) 

o - w-l rt' (~) z w 6 } o - 00 1- o - v o- oh' h' (k' 0). 

from which 

~h- ·J,hh'~h' = ·;!~ (s) Ph I m", 

6 - ..,L~ 6 - ..,h 
(k, k' :of= 0) <38) 

h I - hh' h' - I h' 

Here 

" i " " "-1 " 
Lhh' = T {Wk"'- Who Woo Wo~<'}, 

i I Z "r "-1 I Z 
hh =- k {/o(s) vh- W hoW00 /o (s) Vo}. (39) 

The solution of Eq. (38) may be expressed as 
follows: 

From this and (37) it can be seen that the expan­
sion of cpk and () k in powers of y begins with the 
first power (rv 1/H). An exception is () 0 , for which 
the expansion begins with the term of zero order 

The same results might, of course, have been ob­
tained by the method of successive approximations, 
starting from Eqs. (16) and (18). 

We note that the linear term in the expression for 
cpk does not depend on the ·collision integral [ cf. 

Eq. (21) ]. Using Eqs. (22), (9) and (35), we find 

2e2 ( 
j=- h 3 ~{(~[En])+6(nE)}v(dp) 

from which 

(42) 

(a.,f3=x,y). Werecallthataik(H)=aik(-H). 

Substituting the Fourier expansions of cpand () 
in these formulas, we obtain 

or, since v, cp and() are real quantities and v; = 0, 

00 

~ -- l,e2fu R '1..1 (' a J ~ (d ) . ""-fl--Ji3 eL.JjV-h[n~k p, 
h~l 

aiz=- 2~~: 0 {~ v~U0 (dp)+2Re ~1~ v:__hOh(dp)}. 

Using the expressions (40 and (31), and the equa­
tions of motion (34), we obtain the components of 
the conductivity matrix in powers of the reciprocal 
of the magnetic field: 

<.o 

4c 2 ~ 
::;.n=- h3H2 ..::.J 

h~l 

axy= (n 1 -n2 )ec/ H + ... ; 

A 

( J3 = t 0W is the collision integral). From these 
expressions it is simple to derive expressions for 
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the matrix elements aik' hut the explicit form of 

these will not be required in what follows. 
The solutions of Eqs. (33) are particularly 

simple in cases where a time of relaxation exists, 

i.e., when* 

We then have 

ro vheihcp 

cf='f!~ (s) ~ ik+y • 
li=-OC 

or 

, 2e2 t {\-- ' ' 
:1xx (H)= -7 'jv·"vx f 0 (s)(dp) + 2Re 

In the case of a quadratic isotropic dispersion 
law, only one term remains in the sum, and we 
easily obtain the well-known formulas: 

2 2 
:l.n = :lyy =a I (1 +Dolo); :lzz = :1; 

(44) 

(47) 

(where a is the conductivity of the metal in the 

absence of a magnetic field, and no = 217 IT 0 is 
the frequency of Larmor precession). It should be 
noted that such a dependence of the conductivity 
tensor on the magnetic field is obtained in all 
cases where an isotropic dispersion law is under 
consideration (independent of the detailed form of 
the collision integral). This is connected with 
the fact that in all such cases the action of the 
collision operator on a function of the form 
X; ( dv i reduces to a multiplication of the latter by 

a quantity depending on energy but not on angle 4 • 

This leads to the identical vanishing of all tjJ k 

except tjJ 0 and tjJ ±l. This can be seen from E q. 

(41), if we notice that in the isotropic case V & 
= 0 ( k = ± 2, ±3, ... ), and we obtain Eq. (47). 

* t 0 may here depend on € and p . 
z 

6. ARBITRARY MAGNETIC FIELD ( y"" 1) 

The Fourier method is applicable only if the 
trajectories in momentum space are closed. If they 
are open, the expressions obtained in Sec. 5 have 
no meaning. 

In the present section compact formulas are ob­
tained for the conductivity in a magnetic field for 
those cases where the collision integral may be 

A 

written in the form ({- f0 )/t0 (i.e., W = 1). In 

such a case Eq. (10) becomes a differential equa­
tion instead of an integra-differential equation*: 

O'h I iJ-c + '[o'~i = '( 0/~ ( 8) V;. 

The solution of this equation, satisfying (ll), has 
the form 

00 

•Ji· = ., \ e-Y,T' V· (""- ,.') d,.'-f' (c) 
~~ iOJ L""' "JO-· 

(48) 

0 

Substituting this expression for tjJ i into formula 
(23) for a ik' changing the order of integration and 
averaging, we obtain 

(49) 

00 

'Pik (z, P) = 'fo ~ e-Y•~Vi ('t) Vh ('t+~)d~. 
0 

These expressions are convenient for investigating 
explicit laws of dispersion. 

7. RESISTIVITY AND HALL FIELD 

For the investigation of gal vanomagnetic phen­
omena, it is usual to let a current of a given mag­
nitude flow through the crystal in a given direction, 
and to measure the components of electric field in 
three noncoplanar directions (as far as possible, 
three orthogonal directions; cf, for example, Ref. 

3 ). What is then studied is the resistivity tensor 
in a magnetic field. 

Using the expressions obtained earlier for the 
asymptotic behavior of aik (H), it is easy to find 

the asymptotic behavior in high magnetic fields 
( H >> H 0 ) of the resistivity tensor p ik (H). 

* We revert now to the notation of Sees. 1-4. 
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1) When only closed trajectories are important. 
a) According to (24), 

( 
bxx ·r;;-1 bxy bxz) 

Pik (H) = 1;)1 byx byy byz . 

bzx bzy bzz , 

(50) 

The expansion of the matrix elements b ik in powers 
of y0 begins with the zero-order terms, which are 
determined by the zero-order terms of the matrix 
aik as follows: 

bxx = (ayy azz + a;z) I azz a~y; bxy = -by.~= 11 ayx; 

b:rz = - bzx = azy I azz axy; byy = ( a-c.-c azz + a;.z) I azz a;.y); 
byz = - bzy = azx 1 azz ayx; bzz = 11 azz. 

Thus if in the interval 8£ there are only closed 
surfaces, then p, p 'V ( n - n r2 and 

xx' yy l 2 ' 

Pxy I H = 11 (ni- n2) ec + . . . (51) 

If, however, the closed trajectories are formed by 
sections of open surfaces ( cf. Sec. 4 ), then 

(52) 

Pxy I H = h3 12 {S sl (~. Pz) dpz- s 52 (~, Pz) dpz} 

and depends markedly on the direction of the mag­
netic fields. 

Generally in experimental work the current j is 
perpendicular to the magnetic field. Let us take 
the x axis parallel as to the direction of current. 
Then the resistivity p (the ratio of electric field 
strength parallel to the current to the current 
density) is p *, and p /H coincides with the 

XX xy 

Hall "constant" R == E / Hj. Thus, in this case 
y 

the resistivity tends to a saturation value, and p 
depends markedly on the direction of magnetic 
field independently of whether the closed trajec­
tories arise as sections of closed surfaces or not. 

The asymptotic behavior of the Hall "constant" 
is different in these two cases. If the surfaces 
are closed, then from (51) R .is a constant determin­
ing the difference between electrons and "holes". 
If, however, the surfaces are open (though the 
sections are closed), then R is a complicated 
function of angle [ cf. (52)]. Thus a study of the 
Hall field in large magnetic fields is particularly 
important in studying the topology of the Fermi 
surface. 

We should note the following fact: Generally, by 

* For arbitrary current direction ( n i ), p == p ik n ink' 

Hall field we mean the electric field, prependicular 
to the current, arising when a current passes 

through the metal in a magnetic field and changing 

sign when the magnetic field changes sign, i.e., 
with our choice of coordinates, 

(53) 

On such a definition, the even powers of H naturally: 
vanish. We should note that in the case considered 
the leading term in the asymptotic behavior of 
E (H) contains the first (odd) power of magnetic 

y 
field. 

b) n 1 == n 2 • In this case, as has been pointed 

out, axy rvfl~/H 2 • Consequently, 

- .Jj2 I H2· HI H . P ·- 0 ~ ()' a(l o' • "-Z 

r'zz ~ COl1St (IX, ~=X, y) 

From this we see that in this case the resistivity 
grows quadratically with magnetic field. The sig­
nificant difference of this case, moreover, lies in 
the presence of quadratic terms (in magnetic field) 
in the expression forE (H), i.e., 

y 

Ey (H)= (AH 2 + BH) j, 

where A and B are constants depending on the 
explicit form of the collision integral and the dis­
persion law. Because of this the Hall field (53) 
in the present case does not characterize the lead­
ing term in the asymptotic behavior of the electric 
field perpendicular to the current. Note that A is 
connected with the anisotropy of the crystal. In 
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the isotropic case A = 0 *. 
This discussion shows that the experimentally 

well-known existence of a group of metals (Be, Zn, 
Cd, Mg, Ga, Sn, Ph, C, Bi, Sb, As, Mo, W, Ba) 
with anomalous group of resistance follows from 
the most general considerations of the modern 
theory of metals. Previously these results have 
been obtained only under extremely special assump­
tions 8 • 

The linear growth of resistivity with magnetic 

field observed by Kapitza 2 in many metals corre­
sponds to a transition from a quadratic dependence 
in small fields to a quadratic dependence with a 
different coefficient in high fields. The same con­
clusion was reached by Borovik3 , from analysis of 
the data in the literature and also from experimental 
observation of both the quadratic dependencies and 

the transition region between them ,which approxi­
mates well to a linear dependence. 

The influence of temperature, i.e., the effect of 
the exponentially small terms ( of order exp (- bd 
k() )--cf. (28)] leads to a satuartion of all com­
ponents of the resistivity tensor. However, this 
saturation is reached only in extremely high fields, 
or order H "-' H 0 exp ( t>..dk8). 

2) When open orbits do exist in the range OE 
,...., ke. 

Generally speaking, in this case all the matrix 

elements p ik tend to stauration, which naturally 

* Note that in the presence of two overlapping zones 
with quadratically anisotropic dispersion laws ( n 1 = n2 

= n) and with proportional mobility tensors (u~~) 
- k (l)) 
- uik 

_ cr2 cos2 IX+ cr1 sin2 IX ( 1 H2 )· 
P- crcr +H2' 

1 2 0 

Here H 0 = c/ eyul1) u(~); a 1, 2 are the principal values 

of the conductivity tensor aik = ne 2uik ( 1 + k )o The mag­
netic field is chosen to lie along one of the principal 
axes (the third), the current is perpendicular to the mag­
netic field and u. is the angle between the axis I and 
the current, 

leads to saturation of the resistivity. The Hall 
"constant", however, decreases quadratically with 
increasing magnetic field. However, the symmetry 
of the open surface may substantially change these 
results. For instance, in the special case of the 
"undulating cylinder" (with magnetic field per­

pendicular to cylinder axis), according to (29) the 
matrix p ik has the form 

,,-Ib' 
lo xy 

b' 
YY 

b' zy 

The elements of the matrix b ;k are determined by 

the values of the elements a ;k. It should he re­

membered that in the present case the x axis is 

along the axis of the cylinder. 
Thus, if the current flows in the (yz) plane, the 

resistivity tends to saturation; in other cases it 
grows quadratically. 

The Hall field always grows linearly with mag­
netic field. The Hall "constant" has no simple 
physical meaning. 

At the present time, apparently, there are still 
no experimental data on the asymptotic behavior of 
the tensor p ik in high fields which can be used to 

draw conclusions about the topology of the Fermi 
surface. 

In conclusion, the authors would like to thank 
L. D. Landau and E. S. Borovik for helpful dis­
cussions. 
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Structure of the lntermedi ate State of Superconductors 
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The structure of the intermediate state was studied by application of fine ferromagnetic 
powder to the surface of a tin specimen. Two-dimensional pictures of structures of various 
types were obtained for various contents of normal phase in the specimen. The influence 
of a number of other fa:::tors (method of transition, tempenture, specimen size and others ) on 
the character of the picture was also studied. 

INTRODUCTION 

A S is well known, a superconductor in the 
intermediate state is brokm up into regions 

or "domains " of superconducting and normal 
phases ( s- and n- phases ). The magnetic field 
is concentrated almost entirely in the n- domains. 
Thus the field outside the specimen and very close 
to its surface is also nonuniform. The dimen­
sions of the s-and n-domains in thermodynamic 
equilibrium must be determined by two basic 
factors which act in opposing directions. The 
field energy close to the specimen will be reduced 
by reductipn of thefield inhomogeniety and from 
this point of view it is energetically favorable to 
increase the degree of disperseness of the state. 
On the other hand the presence of a positive 
surface tension at the phase boundaries tends 
to increase the dimensions of the domains. 

Agreement between experimentd and theoretical 
investigation of the geometry of the intermediate 
state would therefore permit the development of 
a method of finding the magnitude of the surface 
tension from observation of the equilibri urn dimen­
sions of the structure. A knowledge of this 
quantity and its dependence on various factors 
(temperature, crystallographic orientation of the 
phase boundary and others )would be very useful 
for the development of the theory of supercon­
ductivity. 

This problem however is a long way from being 

solved. Mathematical difficulties prevent consi­
deration in a general form of the problem of the 
shape of the phase boundaries.. Landau succeeded, 
however, in giving exact calculaion of the shapes 
and sizes of the domains under certain simplifying 
conditions. In one calculation nea-ly plane 
parellel s- and n- layers were considered, 1 

while in another 2 a model was considered in which 
the n- layers repeacedly branched as they 
approached the external surface so that the 
structure was homogeneous or "mixed " at the 
surface. Subsequent work by other authors 3 •4 •5 • 6 

is based on the methods used by Landau. In 
particular it was shown 4 that a model with layers 
branching a limited number of times and coming 
out to the surface without formocion of the mixed 
phase (i.e., in a certain sense a combination of 
the models of Refs. I and 2 ) is energetically 
more favorable than the original. methods. In one 
way or another all the formulas proposed for 
connecting the surface tension with the dimensions 
of the domains, have been obtained only under 
various simplifying assumptions, still requiring 
experimental verification, about the shapes oft he 
domains. 

The experiments of Shal' nikov, Meshkovskii and 
Tumanov 7- 11 on the pattern of the field distri­
bution in a gap between two tin hemispheres by the 
methods of a bismuth micro-probe and ferromagnetic 
powder have shown that the real structures of the 


