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The Compton effect is investigated at high energies. Those terms are analyzed which 
arise from diagrams ~ivin~the majimum power of ln (w/m) with each power of e 2 . Such 
!erms are of order Le2ln (w/m) n, Formulas are given for single and multiple Compton 
effect, for the distribution of secondary photons in energy and angle, and for the energy 
distribution of secondary electrons. At small angles a peculiar change in the scattering 
is found, which leads to a change in the refractive index of energetic photons in matter. 

I N an earlier paper 1 the scattering of an electron 
by an external field was analyzed, and it was 

found that at high energies the leading terms in 
each order of perturbation theory were those con­
taining with every power of e 2 the square of a 
large logarithm, for example ln 2 (E/m). This was 
true so long as we were not concerned with the 
radiation of exceedingly soft photons for which 
ln(m/w) > ln(E/m). Here we study in the same 
approximation the behavior of the Compton effeet 
at high energies. We shall see that the behavior is 
no longer described, as it was for the scattering 
problem, by a decrease of the simple effect com­
pensated by an increase of multiple processes. 

I. THE COMPTON EFFECT AT NOT 

TOO SMALL ANGLES 

We begin with the simple Compton scattering of 
a photon by 1m electron. We use the following 
notations: p 1 and p 2 are the 4-momenta of the ini­
tialand final electron, l 1 and l 2 of the initial and 

final photon. The momenta satisfy the relation 

(1) 

and we write 

P = P1- P2 = l2 -l1. (2) 

From Eq. (1) we deduce 

(3) 

= (p1l2) - 1 I 2P2 • 

In the electron rest system the scalar products be­
come 

where w and w are the energies of initial and 
1 2 

final photon, and E 2 the final electron energy. Thus 

(p 1 l1) is in all cases larger than the other two 
scalar products. For the relative magnitude of the 
other two products, we have two extreme cases to 
consider. 

(4) 

or 

In Case .I the photon transfers almost all its energy 
to the electron, and in Case II the electron receives 
only a small part of the energy. If w 1 >>m, then 
case II corresponds to very small angle scattering. 
Equation (1) implies 

w1w2 (1-cosf.l)=m(w1 -w2), (6) 

where () is the photon scattering angle in the rest 
system of the electron. Case II requires 
wl- w2.~ w1 or f.l ~ V mjw ~ 1. 

Since the total cross section is proportional to a 
logarithmic integral, the small-angle region cannot 
make a significant contribution to it. 

We consider (irst Case I, which is all that is 
needed for the total cross section. The matrix 
element for the Compton effect in zero-order ap­
proximation is proportional to 

Ya (pi+ l1)Y., 
2 (Pili) 

YdJh- G)Ya 
~ (pi/2) 

(7) 

We always omit m in the numerator, because the 
terms in m are negligible at high energies. The 
first term arises from the diagram .in which the 
photon l is first absorbed and the photon l 2 lis 
emitted ~terwards , the second term for the diagram 
in which the order is inverted. Because we are 
considering Case I, the second term is much -larger 

474 



COMPTON EFFECT AT HIGH ENERGIES 475 

than the first. Thus the fundamental Feynman dia­
e;ram fqr the Compton effect is the one shown in Fig. 
la. We shall not go further into the calculation of 
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the single Compton effect. We mention only the fact 
that, if the total cross section is expressed as an 
integral over w 2 , the important range of integra­
tion is m < < w 2 < < w 1 • In this range the integra­
tion over w 2 behaves logarithmically. 

We now introduce virtual lines. Since the radia­
tive corrections to electron and photon propagators 
contain only a single large logarithm, these cor­
rections need not be considered. The vertex parts 
in this diagram have one large electron momentum 
( in the sense that the square of the 4-momentum is 
large)and twosmall momenta corresponding to the 
free electron and photon. In the important range of 
integration, (p 1 - l 2 )

2 ""-2 (p 1 l 2 ) =2mw 2 >> m2 • 

Sudakov 2 has proved that such vertex parts do not 
give doubly-logarithmic terms. Hence we need only 
consider diagrams of the l<,ind shown in Fig. lb. 

We begin with the first-order radiative correction. 
This is described by an integral which we multiply 
on the left by p 1 and on the right by p 2 to obtain 

the result 

• _ e~ \ fh'Y..,_ (pt- k) 'Y-r (pl- lz- k )'Y0 (pz- k) 'YvPz df'.v (k)d4k 

J- rei j [(p1 - k)2 - m2][(p1 -1 2 - k)'~ m2) [(p2 -k)2 - m2] k" (8) 

l 
It differs from the integral considered previously 
by having an extra factor in the denominator. We 
decompose k into components along the small vec­
tors p 1 and p 2 and in the plane perpendicular to 

P 1 and p 2 , as in Reference l, 

with a=(p 1 p 2 /m 2 ). Then 

(p1 -l2 - k)2 - m2 =- 2 (p1l2) 

-2 (k.l., (Pl- l2h) + k2 • 

We used the fact that in the important range u and 
v are small. The extra factor in the denominator 
now depends on the angle in the plane of k J.. • 
Averaging over this angle, we find 

Here (p 1 -l2 ) l. is the component of (p 1 -l 2 ) in 

the plane of kl. The square of it is (p 1 - l )1 
2 2 2 

=(pl-l2) -(pl-l2\t· Since (pl-lz)l « 
( p 1 - l 2 ) 2 , we write ( p 1 - l 2 >: "' ( p 1 - l 2 ) 2. 

Therefore the square root in Eq. (9) is -2 (p 1 l 2) 

when x << ( p 1 l 2 ), and is k 2 when x >> (p 1 l 2 ). 

In the first case we are reduced to the same integral. 
which was evaluated for the vertex parts, 2 thou,gh 
the range of the variables is different, and there is 
the extra constant denominator -2 (p 1 l 2 ). In the 

second case we have an extra k 2 in the denomina­
tor, and ~o the terms in the numerator containing 
k . . . k become important. But in this case we 
find (p 1 p 2 ) instead of (p 1 l 2 ) in the denominator. 

Since (p 1 p 2 > > ( Pr l 2 ), the contribution from the 

range x >> (pl l2hums out to be negligible. 
Thus we are dealing with an integral similar to 

the one ~onsidered earlier. 1 We may therefore 
neglect k in the numerator and change d (k) 

fW 
into o v. The doubly-logarithmic integral is ob-

taine! after taking the residue of the x-integration 
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at the point k 2 = 0. To determine the ranges of 

integration of the variables u and v, we use the 
results ofthe earlier paper. 1 We shall not consider 
secondary photons with energy less than m in the 
laboratory system. This means that any number of 
such soft photons may he emitted during the pri­
mary process. 

In general, to find the cross section, we ought 
to sum over processes involving any number of real 
photons, integrating over each photon momentum up 
to ( pk) "-' m 2• But we showed before 1 that such a 
summation gives the same result as putting 

(l 0) 

(Pi- m2) I .2m ~ m, (JJi- m2) I 2m ~ ml(pJ.p2 ) 

in our integrals. The limit of the x-integration is 
set, as we have seen, by ~he condition 

(ll) 

Since we are taking the residue at the point k2 = 0 
orx=(p 1 p2 )uv,Eq. (l1)reducesto 

k2 == 0 or X = (PlP2) uv: (12) 

I U'V I ~ (pl/2) I (PlP2). 

In t.erms of the variables A=-ln v, fL=-ln u, the 
regwn of integration has the form show . F' 2 . . n m 1g .. 
The mtegral 1s proportional to the shaded area and 
is equal to 

J = _ P1Yr: (PI -P2) YcrP2 
2 (pi/~) 

X [- e2 (~· ln2 (PJP2) _.!. ln2 (PIP2) )] (1 3) 
27t 2 m2 2 (p1l2) • 

This result differs from the zero-order approximation 
(7) only by the factor in square brackets. 

ln ~ 
m 

0 

FIG. 2 

Let there now he two virtual photons. In this 
case the extra denominator in the matrix element 

becomes 

(PI -l2- k1- k2)2- m2 

~- 2 (p1l2)- 2 (ku_, (Pl -f2)L) 

- 2 (ku_, (pl-l2)j_) + k2 + k 2 
1 2· 

After averaging over all the angles, we find that the 
condition (12) applies to the momentum of each 
photon. Hence the range of integration of each 
photon is the same. In this way we can carry out 
the summation over all diagrams of the type of Fig. 
1 b with any number of virtual lines, using the 
method of Ref. l. The result differs from the zero­
order approximation by an exponential factor, the 
exponent being the expression in square brackets 
in Eq. (13). Hence the cross section for the single 
Compton-effect (meaning that only one photon is 
emitted with w > m) at high energies is 

da = da0 (14) 

exp (-~ ( : 1n2 ':2 _ _!__ In2 w1)] 
7t2 m 2 w2 ' 

where da 0 is the cross section in zero-order ap-

proximation 

(15) 

We have used the conditions (l 0) to replace the 
procedure of introducing fictitious values for 
(pi - m2 ) and (p~- m2 ) and calculating consis-

tently the radiation of real photons with energy 
less than m in the electron rest system. We now 
investigate the radiation of secondary photons of 
higher energy. First we look at the double Comp­
ton effect in zero-order approximation. We can 
insert into the generalized Feynman diagram 1 

three kinds of lines representing real photons. 
Lines connecting equal electron momenta, as we 
saw earlier, 1 give singly-logarithmic contributions 
when p 2 - m 2 << m 2 and otherwise give no 
logarithmic contributions at all. If a real photon 
line connects an electron line with momentum p 

1 

to a line with momentum (p 1 - l ), then the inte­
gral is the same as it would be for a virtual photon 
line overlapping one vertex, and this does not give 
doubly -logarithmic contributions either. A douhl y 
logarithmic integral arises only when a real 
photon line connects electron lines with momenta 
P 1 and p 2 , just as in the case of a virtual photon. 
The momenta of real photons satisfy the conditions 

(16) 
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(17) 

with a= ( p 2 p 2 ) / m 2 • In terms of the variables 

A and Jl this means A,p. > 0, A -ln a< p. <A+ ln a. 
The condition w > m gives A< ln a. These conditions 
on the ranges of integration for real photons are the 
same as for virtual photons. 

It remains to see whether a condition analogous 
to equation (12) will exist. This condition arose 
from the electron line with momentum (p - l ). 
In the formula for the transition prohabillty, t~ese 
lines give a factor [(p 1 l 2 ) (p 2 l 1 )] :1 We now 
have (p 2l 2 ) f. (p 1 l 2) because the conservation of 

momentum gives 

PJ.+l1=P2+l2 +k, (18) 

instead of equation (1 ). A detailed analysis of the 
new denominator, which we shall not reproduce 
here, shows that the condition (12) is the same for 
real as it was for virtual photons. Bence the ranges 
of integration for real and virtual photons are iden­
tical. 

It is now wasy to write down the cross section for 
the n-fold Compton effect. As in Ref. 1, it follows 
a Poisson distribution 

(19) 

in which the average multiplicity n is given by 

- - e2 (3 1 2 wl 1 2. wl) n--;-n--n-. 
7t 2 m w2. 

(20) 

2. PROPERTIES OF THE SECONDARY PHOTONS 

We now examine the physical meaning of the 
results we have obtained. The important range of 
integration for the momenta of both virtual and real 
photons is defined by the conditions (16), (l 7) 
and (12). We write condition (12) in the form 

Within the important range, the cross section for 
double Compton effect in the zero-order approxima­

tion has the form 

e2 du dv 
d cr =dcr ---. 

0 7t u 'V 
(22) 

We can express u and v in terms of the energy and 
angle of the photon in the laboratory system, 

u = w I w1 , v = (w/ m) (1- ~cos 6), (23) 

where ~ = V E~ _ m2 j £ 2 = L 

-m2 j2Ei =1-m2 / 2w~ 

is the velocity of the outgoing electron. Then Eq. 
(22) takes the form 

dcr = dcr0 
2:~ d: d:. (24) 

Here we used the fact that v << 1, which implies 
that also () < < 1. 

Equation (24) coincides with the result of a 
prrely classical treatment. This becomes under­
standable if we write conditions (16) and (1 7), 
which limit the important range of integration, in the 
center of mass system. Equation (16) then implies 

(161 

which means that the secondary photon has a much 
smaller energy than the primary particles. Equation 
(21) gives 

(21 ') 

This means that the transverse momentum of the 
secondary photon is much smaller than the trans­
verse momentum of the primary. This is not a 
consequence of (16 ');in fact (p 1 l 2 ) << (p 1 l 1 ) 

implies () CM << 1, and so the transverse momenturr 
of photon '1 2 is much smaller than the longitudinal 
momentum. 

Equations (16 ') and (21 ') show that in the im­
poctantrange of values of the momentum of the sec­
ondary photon, the radiation of that photon has a 
negligible reaction on the momenta of the primary 
particles, and so the secondary radiation can be 
treated classically. The same circumstance ex­
plains the fact which we discovered earlier, that 
the radiation of successive secondary photons is 
statistically independent. The probability that a 
certain number of successive independent events 
will occur follows a Poisson distribution, as we 
have found by actual calculation. Thus quantum 
electrodynamics here leads to the result that the 
important range of integration is the range where 
classical theory is valid. A correct treatment of 
the virtual processes leads to a Poisson distribu­
tion. Knowing this result, we can use the classical 
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theory of radiation for practical calculations, the 
conditions for validity of classical methods being 
easily stated in the center of mass system. 

We now collect some formulas which describe the 
secondary radiation. We have seen that the radia­
tion of different secondary photons is independent. 
Therefore the coefficient of da 0 in Eq. (24) gives 

the distribution of secondary photons in energy and 
angle in the laboratory system. Conditions (16), 
(l 7) and (21) give the following limits to the dis­
tribution in the laboratory system, 

If we are interested only in the energy distribution, 
then Eq. (24) should be integrated over the range of 
angles defined by Eqs. (25)-(28). The result is 

d ( ) 2e2 dw w1 
n ° = -- In --=­

n: 00 V mw 

2e1:dw (J} vw-dn(<U)= -·-In.....!. _3 
n: w w m for <U > <02 • (29) 

If we are only interested in the angular distribution 
of photons with energy greater than m, then Eq. 
(24) must be integrated with respect to cu. This 
gives 

dn (6) = ze~ ~~ In~ for !!!:.. < 6 < V mro2 

n: 0 m wi w1 ' 

dn (6) = 2e~ dO In_!_ v(>)2 
n: 0 0 m 

(30) 

f v;rn;;; <a .-- y m or -- v <... ;::- , 
(J}l ~2 

2e2 dO 1 
dn (6) = ---:;; 6 In O" 

The average number of secondary photons for given 
cu 2 is obtained by integrating Eq. (29) or (30) with 
respect to cu or O,respectively. The result agrees 
with Eq. (20). 

We consider next the following question. From Eq. 
(29) we see that, although in the center-of-mass 
system the secondary photons are much softer than 
the primary outgoing photon; in the laboratory sys­
tem the reverse may be true. We shall calculate 
the probability for a given energy loss of the out­
going electron, compared withthe primary photon 
energy. We denote this energy loss of the electron 
by E; it is equal to the sum of the energies of the 
outgoing photons. Since the integrals over the 
photon energies are always logarithmic, we may 
suppose that one of the outgoing photons carries a 

much larger energy than the others. So we have to 
deal with an integral over the energies and angl~s 
of outgoing photons, for a given value of the energy 
of the most energetic among them. 

In the expression for the cross section there are 
two terms. One gives the probability that all the 
secondary photons have energy less than the pri­
mary outgoing photon. This is obtained by multi­
plying the zero-order cross section by the proba­
bility for the absence of secondary photons of 
energy greater than cu • From the Poisson law it 
follows that this prob~ility is e-ii 'where n 
is the average number of secondary photons of _ 
energy greater than cu 2 • To obtain n we integrate 
Eq. (29) with respect to cu from cu 2 to cu 1 • This 

gives 

d ' d ( e2 l Wt l wi) a = a0 exp - - n - n - . 
r: m w2 (31) 

In the first term of the cross section, the energy 
removed by photons is the energy of the primary 
outgoing photon, so that we put cu 2 == E in Eq. (31 }. 

The second term in the cross section gives the 
probability that one of the secondary photons has 
energy greater than cu 2 • Hence E is the energy of 
the hardest secondary photon. The probability 
that a secondary photon has energy in the interval 
dE is 

For this to be the hardest photon it is necessary 
that photons of higher energy b~ absent. The 
corresponding probability is e-n ' where n is 
obtained by integrating Eq. (29) with respect 
to <U from E to cu 1 , thus 

( - - e2 1 wi w2 1 wi ) n-- n-- n-. 
n: em e 

Since the primary outgoing photon has energy small 
compared with £, we are not interested in the dis­
tribution of its energy and we integrate the cross 
section at once with respect to cu 2 from m to £. 

The final expression for the cross section is ob­
tained by adding this integral to equation (31 ). 

We calculate the probability dw (E) tmt the energy 
loss of the electron will lie in the interval dE. This 
is obtained by dividing da by the total cross section, 
which is in turn the integral of da with respect to 
E from m to cu 1 • The total cross section is equal 
to the zero-order expression for the Compton scat­
tering 

(32) 
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This must be so, because the Poisson distribution 
is normalized to unity. The probability for an 
energy loss in the interval d! is then 

dn (c = 1 . de:(e [(2e~ Jn2 ~ 1) ~w -) ln (w1jm) (e2frt) ln2 (wi e:) \ 1t E + 
(33) 

( e~ w1 ) x exp - -ln2 -rt e; 

exp (- : In : 1 In ~) J . 
Equations (19), (20), (29), (30) apply unchanged 

to the process of multiple-photon annihilation of 
an energetic positron with an electron (again we 
consider only photons with energy greater than m). 
The diagram for this process is identical with the 
Compton-effect diagram. The difference is only 
that the q~ost energetic particle is the positron 
instead of the incident photon; hence, we should 
replace w 1 by the position energy E in the final 
results. Also, for the annihilation process case II 
cannot occur, and so the calculations we have 
made for case I apply directly to the positron cross 
section. 

Our calculations of multiple radiation, although 
immediately applicable only to the two specific 
processes considered, contain in fact many features 
which are common to all processes involving se­
condary radiation. The two most important features 
are the classical behavior of the radiation, and the 
doubly-logarithmic order of magnitude of the radia­
tion probability. 

It is of interest to discuss the various practical 
conditions under which one of these processes 
might be observed. For definiteness we shall con­
sider the multiple-photon annihilation of a posi­
tron. This process was studied by Gupta, 3 who 

suggested it as an explanation of the famous photon 
shower of Schein. 4 Gupta's preliminary calculation 
led to a completely incorrect result 

( e2 E )n do<n+z> = dcr(2) - Jn2-
rt m ' 

quite different from Eq. (19). Gupta concluded that 
multiple-photon annihilation becomes highly proL-
3.hleat energies of the order of 1014 ev, comparable 
with the total energy of the Schein event. In fact, 
however, F q. (20) shows that in the most favor­
able case 10- 13 ev are necessary for the pro­
duction of a single secondary ph~ton. To produce 
on the average 20 photons, the number observed in 
the Schein event, we should need at least 10 38 ev, 
an energy far beyond the range of validity of con­
temporary electrodynamics. In any case the posi-

tron spectrum in cosmic rays falls rapidly with 
energy, and particles of such high energy are cer­
tainly not present. Such a star might arise more 
easily from a multiple-photon fluctuation in the 
annihilation of a positron of much lower energy. 
Suppose E= 10 14 ev. The average number of 
secondary photons for a positron of this energy is 
about 1. The probability for creating 20 photons 
is then w-l!f times the probability for creating one. 

Our equations thus show that with positrons of 
practically attainable energy the number of ob­
servable secondary photons will he quite small. 
This number may become even smaller as a result 
of the material in which the process occurs. The 
material produces this effect in two ways; by its 
refractive index, and by multiple scattering. 

We consider first the effect of refractive index. 
The importance of this effect was pointed out by 
Ter-Mikaelyan. 5 It works as follows. In Eq (20), 
strictly speaking' there stands [ d cos e (- {3 cos e) J' 
which for angles in the rl).nge 1>>() >> (1-{3) 112 

can be approximated by L2ll()/()]. Here we took {3 
to he equal to its vacuum value f3 0 ={E 2-m 2 ) 11 2/E. 
If the material has a refractive index n, then the true 
value of {3 is {3 0 n. For photons of high energy 

where N is the number of electrons per cubic centi­
meter. So we obtain in addition to Eq. (25) a new 
lower hound for e, 

The second effect of the material was noticed 
by Landau and Pomeranchuk. 6 It takes place as fol­
lows. Multiple radiation is a process extended over 
a certain time r. During this time the radiating par­
ticle is multiply scattered, and this changes the 
probability of radiation. The result is another condi­
tion of the form e > > e limiting the range in which 
the cross section beh:ves logarithmically. 

The mean scattering angle e is given by 7 
p 

2 £2/£282 Op =X s • ' 

where 

and x is the distance in radiation lengths. Since 
{3 = 1, and the time entering into the process is of 
the order of magnitude 
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the lower hound for the angle becomes 

(35) 

where X0 is the radiation length of the material. 
In Fig. 3 the .area of integratim1 is shown in terms of 
the variables ln (w/m) and ln (l/0). In the lower 
right corner are lines representing the conditions (34) 
and (35). They are given by the equations 

1 (A) 1 1 (A) 

ln - = ln - .-L a ln- = -In - -1- b 61 m'' 62 4 m ' 

1 m3 1 mX0E2 

a = 2 In 4rceW' b = 4 In --. 
2~ 

These lines cut a certain part out of the shaded area. 
The quantity 1r is proportional to the remaining area. 

lnfi} 

tnL m 

l ~ nm 

f lU., "' 
;tu ·-;;: 

(! 

I 
I 

I 

a 8 LnL Lni 
Ill 8 

FIG. 3 

The numerical value of the reduction in the area 
depends on the energy of the process and on the ma­
terial. Thus, for the annihilation of a positron of 
energy £=10 14 ev in air, the most favorable case is 
w2=w 1. In this case condition (34) removes 0.057 
of the area, and condition (35) removes 0.066. The 
two conditions together reduce 7r by 0.083 of its , 
original value. The effect of conditions {34) and (35) 
can he seen more clearly by looking at the energy 
which corresponds to a given n . u these conditions 
are ignored, then E= 1014 ev corresponds to n=1.27. 
When the conditions are taken into account, the same 
value of n corresponds toE= 2.2 x 1014 ev. 

3, THE COMPTON EFFECT AT SMALL ANGLES 

Although the region of small angles [case II or 
equation (5)] is unimportant for calculating the total 
cross section, we shall study it in detail because an 
interesting effect occurs in it. We now deal with mo­
menta satisfying the inequality (p 1 l 2 ) "" (p 1 l 2 ) > > 
(p 1 p2). In this case both the Compton effectdiagrams 
are of the same order of magnitude. We consider 
again an integral of the form of equation (8). In it 
there is a doubly-logarithmic region of the same kind 
as we found in Section 1, hut without any limit on 
I uvJ. The situation in this case looks at first glance 
identical with the situation in the scattering proh­
lem,1 

However, this is· not the only way to obtain a 
doubly-logarithmic integral. We make the substitu­
tion k .... p 1-k. Then the integral takes the form 

e2 
J = --;-

1Ct 

SJhr,)y,. (k -l;)ya (- p + k)y)J2diJ.v(Pl- k)d4k 
)( (k2- m")[(k -12)3- m~][(k- p)2 - m~](k- p1)2 • 

This integral can give a doubly-logarithmic contri­
bution only when a factor k 2 appe~ in the denomi­
nator to cancel the small quantity k in the numerator. 
We resolve k1c into components along the small vectors 
l 2 and p 1 ; thus k = p 1 u + l 2 v + k .1. • An extra power 

of k can come only from the factor ( [(k-p)2 _ m2] 

We now examine this term in detail. U u, v << 1, 
it becomes (k- p)2- m2 

(36) 

and averaging over cpgives 

[(k- p\2- .m2] -1 

= ((p2 + k2 _ m2)2 _ 4 X I p2J ]-'!•. 

To obtain a factor k 2 out of this, we must have 

(37) 

The situation here is just the opposite of what 
happened in the preceding paragraphs. In the x­
integration the important contribution is the residue 
of the pole at k 2 = m2 • In order that x > 0 at the 
pole, we must have (p1 l 2 ) uv > m 2 • Together 
with Eq. (37), this condition may be written in the 
form 

(38) 

We now return to Eq. (36). If the ¢ -integration 
is carried out in the complex plane, the main con-
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tribution comes from the residue of the pole at 
which [(p- k) 2 - m 2 ] vanishes. In the subse­
quent integration we set k 2 == m2 and\ p 2 \ << x, 
so that the pole occurs at a real value of¢. Thus 
we come to the conclusion that the values of k 
which are important in the integral are those at which 
both electron propagators have poles. 

Since the small-angle scattering is almost co­
herent, we may assume the vectors p 1 and p 
in the laboratory system to be small comparea with 
l and l . Consequentlv the second factor k in 1 2 ,, 
the numerator can only come from the term 

/'o A A (- p + k ). The factors k . . . k can then be re-
placed by k.._ . . • kl., since the remainder is an ex­
pression with uncompensated small factors in the 
numerator. For the same reason, when we average 
over the direction of k, it is sufficient to keep only 
the term - l/2 (y . . . y ) x. After this we carry 
out the calculati~n in exa~tly the same way as be­
fore, and obtain 

J e2 PlY-r(-'0JYo P~ l q (pl/2) (39) 
= 47t - 2 (pll2) il" (plp2) . 

Next we look at the matrix element corresponding 
to a diagram with two virtual photon lines. Suppose 
the two line's do not cross. Then the denominator is 

[(PI- k1)2- m2] [(pl- kl- k2)2 - m2] 

X [(pl -l2- k1- k2)2 - m2 ] 

X [(p2 - k1- kz)2 - m2 ] 

x [(p2 - k1) 2 - m2 ] k~ k~. 

We make the substitution 
p1- k1- k 2 __,. k 2 , p1- k1 __,. k1. This gives 

(ki - m2) (k~- m2 ) 

X [(k2 -/2)2- m2] [(k2 - P)2 - m2] 

x [(k1- p)2 - m2 ] (k1- k2)2 (k1- pi)'J. 

The integral over k is now of exactly the same 
kind as the one con~idered previously. We first 
resolve k llinto components along k 1 and l 2 , and 
then find t~e k -integration has also the same 
form as before.1 But when the two photon lines 
cross, this does not happen. 

We now examine various other arrangements of 
virtual lines which might give doubly-logarithmic 
terms. First we remark that the kind of doubly­
logarithmic term obtained above is unique and does 
not arise from other types of diagram. However, the 
possibilities for obtaining infra-red integrals 

(with k 2 == 0) are greatly increased by inserting 
electron lines with p 2 == m. Suppose there is a 
diagram with one virtual photon line, giving an 
integral of the kind considered earlier ( in Fig. 4 
the heavy lines form such a diagram.) If we now 
add virtual lines with k 2 == 0, as shown in Fig. 4~ 
by the lines labelled 1 and 2, the leading terms 
will contain factors of the form ln [m 2/{k 2 - m2)]. 

But in the subsequent integration these lines do 
not give any contribution of the required order. 
Thus, if we begin with the diagram formed by the 
heavy lines, the addition of lines with k 2 == O, 
either lying between the heavy lines or closer to 
the original vertices, does not give any new doubly­
logarithmic terms. 
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Next we consider the addition of lines overlap­
ping the ends of the heavy lines (line 3 in Fig. 4b ). 
The original vertices have electrons incident with 
p 2 = m 2 , and photons incident with momenta whose 
squares are much greater than m 2 • In these circum­
stances infra-red terms appear. But if we add a 
line with k 2 == 0 intersecting the heavy line {line 4 
in Fig. 4b), then it almost exactly cancels the 
infra-red term from the line 3 enclosing the vertex. 
In fact it is easy to verify that line 4 has no effect 
on the heavy line. The integral arising from line 4 
is very similar to the integral arising from line 3, 
only it has the opposite sign. In Ref. l we proved 
that integrals from infra-red virtual lines are pro­
portional to the area of the shaded strip in Fig. l 
of Ref. l. When we add the contributions from lines 
3 and 4, the result is proportional to the difference 
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between the areas of two strips with width ln 
(kp 1 /m 2 )andln [p 1 (k-p)/m2 ]. Sothesum 
is proportional to 

[ p2 1-1 p2 
=, -In 1 - 2 (p1k) ~ 2 (hk) ~ 1· 

This is small by virtue of Eq. (38) and the fact that 
v << l. 

We are therefore left only with infra-red virtual 
lines which follow after the heavy lines. Also, if 
we consider generalized diagrams and put in real 
photon lines, we must study the effects of real 
lines corresponding to virtual lines of the types 
3 and 4 {lines 1 and 2 in Fig. 5). But these real 
lines give small terms, just like the virtual lines. 
Therefore there remain only the real and virtual 
lines of the kind shown in Fig. 5b (lines 3 and 3 ~· 
These lines represent the radiation of photons with 
(p 1 k) << ( p 1p 2 ), which means that the photon 
energies are small compared with the electron re­
coil energy, which is itself very small in this case. 
Such soft photons are not of interest, and we do not 
wish to set any limit to the number of them which 
may be radiated. This implies that we take into 
account only the integrals arising from heavy lines. 
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Since the heavy lines do not cross, we can sum 
them by means of an integral equation. The 
equation 

(40) 

1 ~ d4k A 

X· ' A :•(k-p )2P2 k-p-m 1 

is satisfied by the sum of ali matrix elements of the 
form (l 0). Neglecting some small terms, we look 
for a solution M of the form ra 

We chose the argument of the function f so as to 
agree with equation (39). We can greatly simplify 
the equation for[, using the same method which 
we used to calculate the first approximation to 
M.,.a. We also introduce the logarithmic variables 
(-ln u) =A and (-ln v) = p.. The range of integra­
tion is then a triangle bounded by the coordinate 
axes and by the line A+ p. = cx=ln [(p l )/(p p )] 

l l l 2 . 
The equation for f reduces to 

f(a.) =I+;;~ d), ,.r df1f(a. -I.). 
0 

(42) 

or 
ex' 

e2 r 
f(rx.2)= I+ 47t ~ f(x)dx. 

0 

The solution is f = exp{~:a.2}. 
When we sum the matrix elements of the other 

class, in which the photon l 1 is absorbed first and 
the photon l 2 emitted afterwards, the result differs 
from that obtained above only in the spinor factor. 
Since (p 1 l 2 ) rv ( p 1 l 2 ), the function f is the same. 

Hence the cross section is given by multiplying the 
usual expression by the square of the {-factor. 

The result is of interest because, unlike the cases 
considered earlier, it shows a doubly-logarithmic 
factor which is not simply a normalization of the 
cross section to compensate for multiple processes. 
The deviation of the cross section with emission of 
any number of secondary photons from the zero­
approximation cross section occurs only at small 
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angles, so that the effect resembles a diffraction 
phenomenon. The small-angle angular distribution in 
the laboratory system is 

(43) 

d 2TCe4 6 d6 (-e2 In2 wl) 
a = m2 exp 27t m 

(44) 

The most important effect here is the change in the 
coherent scattering, for which the amplitude is 
multiplied by exp ( ~2 }n2 ~) • This gives the 

following formula for \t~ ret:active index at high 
frequencies: 

(45) 

In conclusion I take the opportunity to thank 
Academician L. D. Landau for his valuable 
advice. 

1 A. A. Ahrikosov, J, Exptl. Theoret. Phys. (U.S.S.R.) 
30, 96 (1956); Soviet Phys. JETP 3, 71 (1956). 

2 V. V. Sudakov, J, Exptl. Theoret. Phys. (U.S.S.H.) 
3 0, 87 (1956); Soviet Phys. JETP 3, 65 (1956). 

3 S.N. Gupta, Phys. Rev. 96, 1453 (1954). 
4 1\!. Schein, D. M. Haskin and R. G. Glasser, Phys. 

Rev. 95, 855 (1954). 
5 M. Ter-Mikaelian, Dokl. Akad. Nauk SSSR 94, 1033 

(1954). 

6 L. D. Landau and I. Ia. Pomeranchuk, Dokl. Akad. 
Nauk SSSR 92, 535, 735 (1953). 

7 B. Rossi and K. Greisen, Revs. Mod. Phys. 13, 240 
(1941). 

Translated by F. J. Dyson 
66 


