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The asymptotic Green's function (for I p 2 1 >> m2 ) of nucleon and meson is examined in 
pseudoscalar theory with pseudoscalar coupling for small values of the coupling constant. 
The starting point is a set of equations proposed in reference l. In contradistinction 
to this work, the renormalization of mass and charge are performed according to a method 
developed in reference 2, and it is proved that that method removes all infinities from the 
problem. 

l. FORMULATION OF THE EQUATIONS 

I N reference 2, covariant equations were obtained 
which described a single nucleon interacting 

with a pseudoscalar meson field, and the renormal
ization of mass and charge was performed in them. 
In the present work, we apply that method of mass 
and charge renormalization in a problem of some 
methodological interest, that of the asymptotic 
behavior (for I p 2 1 » m 2 ) of the Green's functions 
G( p) of the nucleon and D ( p 2 ) of the meson* for 
small g 2 • In this case, it will he seen that the 
factor Z 1 (remaining in the equations of reference 

2), which can he infinite, is automatically ex
cluded and does not appear in the result. Thus, 
the method of removing infinities whose definition 
does not involve perturbation theory will he illus
trated on a concrete example. 

For the study of the asymptotic Green's function 
it is necessary to select the dominant terms from 
the infinite system of "branching" equations. 
From perturbation theory, it is known that the dia
grams for G(p) and D(p 2 ) behave as g 2n 

x [ln (p 2/m 2)]m where m ::;n 3 • 4 • For g 2 « l, 
diagrams with n = m dominate. As was proved in 
reference l, the condition n = m makes it pos
sible to reduce the infinite system of equations to 
three equations for the three functions G ( p ), 
D(p 2 ) and r 5(p, p- k;- k). The function 

r 5 ( p, p - k; - k) actual! y depends on two 
momenta (for example, on the initial momentum p 

"' ~reference 2 these functions were denoted by G0(p), 
D0(p ); the remaining notation agrees with that paper. 
References to the formulas of reference 2 will be de
l\Pted by II. 
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and final momentum p- k of the nucleon). For 
convenience in the following calculation, we write 
three momenta, the redundant meson momentum 
being separated by a semi-colon. 

In pseudoscalar symmetrical theory, these func
tions .are ~ubject to the following system of 
equatlons : 

(l) 

(2) 

x rs (p, p + k; k) a (P + k)} D (k2 ) = 1; 

I\(p, p-k; -k) (3) 

g~ r 
=i5-47t"i ~rs(p, p-q; -q)a(p-q) 

xrs (p-q, p-q-k; -k) a (p-q-k) 

X fs(P-q-k, p-k; q)D(q2)d4q. 

We clarify the correspondence between these 
equations and the system of branching equations 
of reference 2. Equations (l) and (2) coincide* 
\\ith Eqs. (5) II and (7) II if one substitutes there 
the expressions for M0 (p) and__?0 (k2) from Eqs. 

(9) II and (lO), II, resp~ctively, and notes that 

r 5 = Y5 + M 1 (p, k). If in Eqs. (5)- (10) II, we 

set M n = 0 for n ~ 2 and P n = 0 for n ~ l, then from 

* Symmetrical pseudoscalar theory differs from neutral 
pseudo scalar theory in the appearance in Eq. (I) of the 
?oefficient 3 in front of the integral, and the appearance 
m Eqs. (2) and (3) of the corresponding coefficients 2 
and- I. 
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Eqs. (6) II and (9) II we obtain an equation differ- irig somewhat from Eq. (3): 

fs(P, p-k; -k)='(s- 4!~i 15~G(p-q)f'5 (p-q, p-q-k; -k) 

X G(p-q-k)f5 (p-q-k, p-k; q)D(q2)d4q. 

(4) 

If we solve the system of Eqs. (l), (2) and (4) by 
iteration, then we find that not all diagrams are ob
tained of the class which interests us. Namely, 
diagrams will he absent which are obtained by in-

serting a vertex part in the left-most vertex of the 
h&SiC diagram given in Fig. l for r 5 (see, for ex
ample, the diagram depicted in Fig. 2). 

I 
I 
I 
I 

AA 
FIG. I FIG. 2 FIG. 3 

1\Tow, each diagram in which every integration 
over an interior meson line leads to an infinity in 
the unrenormalized theory will belong to the class 
which interests us. In fact, after renormalization, 
each infinity is replaced by ln (p2;m2) and 
asymptotically such a diagram will behave as 

g 2n Dn ( p 21m 2)ln, i.e., such that we ought to take 
account of it. In particular, the diagram depicted 
in Fig. 2 must property he taken into account, 
since, &Symptotically, it has the form 

Therefore, in Eq. (9) II for Mn with n ~ 2, one 
cmnot set M = 0, hut rather must take into ac-

n 
count the set of those terms which correspond to 
the insertion of a vertex part in the left-most ver
tex of Fig. l. Here it is necessary to select only 
terms in which each integration over an internal 
meson line leads to infinities, and not to take into 
account "overlapping" diagrams [for example, 
look at Fig. 3 which behaves asymptotically as 
g 4 ln ( p 2;m 2 )].Proceeding in the indicated fashion, 
we pass from Eq. (4) to Eq. (3). 

We now perform the renormalization of mass and 
charge in Eqs. (l)- (3). ·Since Eqs. (l) and (2) 
coincide with the corresponding equations of II, 
their renormalization can he performed just as in 
II. Therefore, it remains only to renormalize Eq. 
(3). Following the method developed in II, we in
troduce in place of r 5 ( p, p - k; - k ), the renorm
aized Green's function ft(p, p-k;-k) 

= Z 1 f 5 (p, p- k;- k) where z-/ = y5 f 5(m,m,p.) 
and m and p. are the experimental masses of 
nucleon and meson, respectively. We use the fol
lowing connection between the renormalized and 
unrenormalized Green's functions of nucleon and 
meson [compare Eq. (22) II] G* = z:} G, D* 
= Z31 D, where 

and the experimental and fictive charge, g and 
· 1 1 db 2 z 2 z- 2 z- 1 2 g0, respective y, are re ate y: g0 = 1 2 3 g . 

Then, in place of Eq. (3), we get the following 
equation for the renormalization function 
1 ~ ( p, p- k; - k ): 

I': (p p- k• - k) = z _, 0) , ., lt5 

- 4;;.i ~ r: (p, P- q; - q) a* (P- q) 

(6) 

X r;(p- q, p-q-k;-k)G* (p- q- k) 

X r;(p- q- k, p- k; q)D* (q2)d4q. 

Eguation (6) can he written conveniently in another 
form, if Z 1 is expressed in terms of the renormal
ized function and experimental charge: 

Z}_1 = 1 + j 6MI(m, p.) (7) 

= 1 + isZ~1M; (m, p.), 

because M\ = Z 1 M 1. Thus, 
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and Eq. (6) takes. the following fonn: 

r; (p, p- k; - k) = Ts 

where 

(7 ') 

(8) 

M;(p, k)= - 4!,~ \r~(p, p-q; -q) 

x a'''(p-q)r;(p-q, p-q-k;-k) 

X O'''(p - q - k) 

(9) 

X r~(p-q-k, p-k; q)D"(q2)d4q. 

Equations (8) and (9), together with the renonnal
:zed Eq. (23) II for G*(p) and D* (k 2 ): 

{p- m- [M~ (p)- M~ (m)- (p- m) M~· (m)]} a* (p) = 1; 

M~ (P) = 3 4g;. zl·rs r a' (P- k) r~ (P- k, p; k) D (k2) d4 k; 
it'l ~ 

( 10) 

(11) 

{k2- P·2- [P~ (k2)- p~ (p.2)- (k2- P·2) p~* (p.2)j} D (k2) = 1; 

P~(k2) =- 2 4g:. Z 1 Sp Is\ a* (p) r~(p, p + k; k) a (p + k) d 4p 
7t l ,., 

( 12) 

( 13) 

and Eq. (7') for Z 1 constitute the complete system 
for the detenninati:>n of the asymptotic behavior of 
the functions G* and D*. 

2. EQUATIONS FOR THE GREEN'S FUNCTION OF THE 
NUCLEON 

Since we are interested only in the asymptotic 
function G, D /and r/, we can neglect m 2 and 

k 2• Tmef<r!; ct:Ja solution of Eqs. (7)- (13) will 
be of the fonn-tT 

where F and ¢ are slowly varying (for example, 
logarithmic) functions of their arguments. 

The general form of the function f 5(p, p-k; -k), 
when its arguments are large compared to m and 
I k 2 1 »I p 2 l, is as follows: 

.r Here and in the following G, D, r;; will denote the re
normalized functions and the index* will be omitted. 

-W The method of solving Eqs. (lO) - ( 13) is essentially 
borrowed from reference 1, where such equations were 
solved for the case of quantum electrodynamics but 
without carrying out the renormalization of the equa-
tions themselves before solving them. In spite of the 
similarity of the calculation, we shall carry them out in 
some detail, in order to illustrate more clearly the 
singularities which arise in working with the renormal
i~ed equations. The results of the present work are 
obtained also in reference 5 which was based on the 
method of reference 11 

5 A. A. Abrikosov, A. D. Galanin and I. M. Khalatni
kov, Dokl. Akad. Nauk SSSR 97, 793 (1954) 

rs (p- k, p; k) ="Is {so [(p- k)2 , p 2 , k 2 ] (15) 

kp [( k)2 2 k2]~ 
- k2 + p" s 1 p - ' p ' J. 

The function s 0 [(p _ k)2, p2, k2] is a slowly 

varying function of its arguments when written in 
tenns of the independent variables ( this form is 
suggested by perturbation theory, in which it is 
easy to write down s 0 in first approximation and 
verify the following argument). 

For I k 2 1 » I p 2 1, the second tenn of Eq. (15) is 
very much smaller than the first; however, it is 
necessary to t!Ke it into account, since, when it 
is substituted in the mass operator ( ll), we still 
get a logarithmically divergent integral. This is 
connected with the fact that s (as can be shown 
in perturbation theory in corrotoration of the fol-

lowing computation), considered as a function of 
two variables s 1 = s 1(p 2, k 2 ), grows as 

ln ( k 2/p 2 ) for I k 2 1 » I p 2 1 but for I k 21 "'I p 2 1 it ap
proaches a constant, which we shall neglect. 

At first glance, it might seem that momenta k 2 

of order p 2 should be significant in the integration 
over four dimensional k-space which occurs in the 
renormalized mass operator ~pearing in Eq. (10). 
That is correct, however, only for the first tenn, 
y5 s 0 , off 5 appearing in Eq. (15). Indeed, from 
perturbation theory it is known that the subtraction 
from M 0 ( p) of the expressions M0 (m) and 
( P- m)M~(m) does not eliminate all infinities. 
Namely, there occur the so-called "b-diverg-



40 A. D. GAL AN IN, B . L. 10 F FE AND I. I a. P 0 MER AN C H UK 

ences" 6 • 7 whose removal is effected in perturba
tion theory by computing the infinite part of r 5' 

and introducing it in turn into the left and right 
vertices of the diagram for the mass operator. In 
our method of renormalization this infinity is com
pensated by the factor Z 1 appearing in Eq. (11). 
That just the function s 1 (p 2 , k 2 ) is responsible 
for "b-divergences" can be checked, for example, 
in the first approximation of perturbation theory. 

Following reference 1, we shall consider the 
vector p fL in Eq. (10) as space-like ( p ~-p 2 ) <0. 
Then displaced pol.es6 will be absent and the in
tegration on k 4 can be carried out along the 
imaginary axis ( k 4 -.. ik 4 ). Such a transformation 
we shall call transition to "euclidian metric". 
First, we consider those parts of the mass oper
ator which arise from the substitution of the func
tion y 5 s ~ for r 5 . These will be denoted by the 
index (O . Since renormalization makes the in
tegrals over k convergent, one can regard all 
integrals as carried out up to a limit of orJer of 
magnitude p. Since, furthermore, the result will 
only be logarithmically dependent on the upper 
limit, its precise value is not essential. Taking 
into account Eqs. (14) and (15), we get for 

M~O) ( p) the following integral 

M~0)(p) = (16) 

(We exploit the slow variation of the functions F 
and s 0 replace their arguments ( p- k) 2 with k 2J 
The general form of the mass operator is thus: 

where f1 and f2 depend only on p 2 . It is evident 
that in the renormalized expression p M; (m), the 
essentjal part for large I p 2 1 is p / 1 ( m ). Thus, 
pM~O) (m) is determined from the same Eq. (16), 
but under the integral sign, p 2 is set equal to m 2 • 

The transition to euclidian metric and the intro
duction of a spherical system of coordinates, 

(17) 

6 
F. J. Dyson, Phys. Rev. 75, 1736 (1949) 

7 
AI Salam, Phys. Rev. 82, 217 (1951) 

yields (the lower limit is of order m 2 ) 

(18) 

r:: r 1 - (kl 1 p ll . 2 
X .) 1 + (k2! I p2 /) - ('2k! I p I) cos oc Slfi rx drx. 

0 

The integral over the angle a. is equal to 
~/4)rr(2 -k 2 /lp 2 l), if lk 2 1 < lr 2 1, and 
(l! 4Jrr I r 2 I I k 2 if I k 2 I > I r 2 !-

Consequently, we get 

m' 

From these formulas, it is seen that the main term 

ispM~o)'(m). Transforming to the logarithmic 
variable z =ln (k 2 /m 2)and writing ~=ln(-p 2;m 2 ), 
A== g 2/ 4rr, we have 

Mb0> (p)- M~o) (m)- (p -- m) M~o)' (m) (19) 

!; 

= ~ f.Z1p ~ F (z) s0 (z) 9 (z) dz. 
0 

We pass now to the consideration of the second 
p·art of the mass operator, which is obtained from 
the term r 5 containing s 1. We shall denote that 
part of M0 (p) by the index0 >. We get evidently 

/11o(I) (p) - 3g 2 Z ov r (p k)-I kp t (20) 
-- 41tai 115.) - isk2 k2 

where, as has already been proved, the essential 
region of tntegration lies where I k I » I p 1. We 
can therefore neglect p as compared with kin the 
factor ( p - k )- 1 under the integral sign but take p 
as the lower limit of the integral. The result de
pends logarithmically on this lower limit. After a 
transition to euclidian metric, and integration over 
angle, we get 
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M~1> (p) =- 3J-Z1p ~ F(z) rp (z) s1 (~. z) dz. (21) 
1;. 

Evidently, the renormalization term is 

(I)' (p-m)M0 (m)= 

00 

(22) 

-31-Z1p ~F(z)cp(z)si(O, z)dz. 
o. 

Substituting Eqs. (18), (21) and (22) into Eq. 
(10), we can write down a one-dimensional integral 
equation for the Green's function of the nucleon 
( after a factor p has been removed): 

00 

I+~ 1Z1 ~F(z)cp(z)[s0 (z)+2sd~. z)]dz (23) 
!; 

00 

- : /-ZI \ F (z)? (z)[s0 (z) 
0 

'1 + 2s1 (0, z)] dz = F\~) • 

We turn to the construction of a one-dimensional 
integral equation for r 5' and consider, first of all, 
an equation for the function s 0(p 2 ). The situation 
here is analogous to that occurring in the considera
tion of M~O) ( p): the integral, renormalized by the 
subtraction of M 1 ( m, p. ), converges for I qj·'.-jp I (or 
for lql oforderofmagnitude lkl, since IPI and 
I k I have the Sanie order of magnitude in those r 5 

which are necessary for the computation of the 
mass operator). Therefore, just as for M~O) ( p ), 
the main term isM 1 ( m, p.), which contains one 
more power of ln ( p 2 /m 2 ) than M 1( p, k ). Con
sidering the equation for s 0 , one can neglect the 

small additions to r 5 which are proportional to s l 

since they would lead to an integral not of loga
rithmic form, and the result would have at worst 
one power of ln(p 2/ m 2 ) less than the main term. 
Thus, the equation for s 0 has the form 

s0(p2 ) = 1 + 4!:i ~ (p- qy-1 (24) 

X ·;s (p- q- kt1Tsq-2s~(q2)F2(q2)cp(q2)d4q I ' 
P=m 
k'=p.• 

where the integration must be performed for 
I q I"' I p 1. Making the transition to the one-

dimensional equation by the same method which 
was used to obtain the Green's function for the 
nucleon we get 

!; 

so(~)= l-l,~s~(z)F2 (z)9(z)dz. (25) 

0 

In passing, we remark that 2 1 as calculated from 
Eq. (7) differs from Eq. (25) only in that integration 
over z runs to infinity so that 

. ~ (26) 
Zl = So(oo) = 1-), ~ sg(z)?(z)'f(Z)dz. 

0 

We consider now the equation for the function s 1. 

We will be interested in those momenta which are 
essential for the substitution of s 1 in the equation 
for G. We write down the integral (9) again, indi
cating all momenata explicitly 

M1 (p- k, p; k) = (27) 

g2 r . 
- 4-rr"i .)rs(p-k, p-k + q, q)O(p-k+ q) 

X 1\(p-k+q, p+q; k) 

X O(p+q)r5 (p+q, p; -q)D(q2)d4q. 

As was proved above [see E<J.. (~)], the es
sential domain of momentum is I k I» I p j. On the 
other hand, the function s 1 approaches zero if the 

nucleon possesses momentum of that order of 
magnitude (below it is proved that this assertion is 
justified). Therefore, in the r 5 on the left in Eq. 
(27) the function s 1 need not be taken into account. 
In the following r 5 , which stands in the middle, the 
nucleon momentum is in general of a different 
order of magnitude. However, if the part of r 5 

containing the function s 1, 

is written out, then one can convince oneself that 
the san1e large momenta I q I "' I k I will be essen
tial in that integral. But then in the function 
s 1 [ (p + q ) 2, k 2 ] the arguments are of the order 
of magnitude unity and it approaches zero. Thus, 
it is necessary to keep the function s 1 only in the 
I 5 to the right. Substituting Eq. (14), and bearing 
in mind the equality: 

k)-" r I k <P + q) ] -·;5(p+q- -L- (p+qJ2 , 
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we get ~ = In - - 2 ; '1J = In -- -., . " ( p2) ( k2) 
m m· 

M1 (p - k, p; k) (28) 

= g2 lor (p + q - ktl [1- k (p + q) J q-2 
41f'l ~ (p + q)2 

X [so+ :~s1 (p2 , q2 )]s0 ·s0F[(p-k+q)2] 

X F[(p+q)2]9 (q2) d4q. 

Now the terms porportional to kp which determine 
s I are easily separated. We get 

(29) 

kp < 2 k2)- g2 r d4q < k + )-2 [k <P + q) 
fi2sl p' - 4TCai ~(j2 P- q (p + q)2 So 

+ (P ~q)2 S1 (p2, q2)] 

X S0 ·s0F[(p- k + q)2J F [(p + q)2]9 ( q2). 

The integral over q converges, but, if I k I » IP I, 
for IP I« I ql «lk I the integrand will have the 
form dq/ q, and consequently, the integral will in
crease logarithmically with I k 21 ,i.e., the function 
si contains ln (k 2 /p 2 ). If I k I"" IP I then the 
logarithmic growth of the integral does not take 
place and s I is small. This result confirms the 
earlier conclusion about the form of the function s I' 

In Eq. (29) the arguments of the functions s 0 

are not indicated. Since the essential domain for 
the integration occurs for I p I «I q I « I k I the 
argument of the first function s 0 is q2 , but the 
arguments of the other two functions s 0 are equal 
to k 2• The arguments of the functions F can be 
taken: one equal to k 2 , the other equal to q2 • Be
cause the integral determining the function s I con
verges, it is not necessary to tli<e into account 
the renonnalization term M I ( m, /l ). 

We pass to euclidian metric and carry out the 
integral over angle.. Here p 2 and q2 can be 
neglected as compared with k 2 , and p 2 as compared 
with q2 (but not q with resfect to p in the term 
p + q). The limit of the q integration can be tli<en 
asp 2 or k 2 , which is not essential. We get the 
result 

'11 

sl(~. '1J)= ~ l.s~('1J)F('1J)~[s0 (z) (30) 
t 

+ 2s1 (;, z)] F(z) 'f (z) dz, 

where 

Equation (30) can be solved to yields I <e 71) in 
terms of s 0 , F and¢. To do this conveniently I, 

we introduce the function 

( ,. ) s1 (!;, ·r,) 
c "( = q ., j 2(•)!-'() so fJ 'fj 

(31) 

From Eqs. (30) and (25), we find easily 

:TJ [so('Yl)q(~. "'i)) =~AS~ ('1J)F('1J}'f;(7j), (32) 

whence 
r: 

So ('1J) q (;, "'i) =~A~ s~ (z) F (z) 'f (z) dz; (33) 
~ 

from which we learn that q ( ~ e-> = 0. Thus, 
'11 

S1 (~. "tJ) = ~ ).so ('1J) F('1J) ~ s~ (z) F(z) f (z) dz. (34) 
!; 

Now with the help of Eq. (34), we can prove the 
correctness of our previous assertion that the sub
stitution of s I in the equation for the nucleon 
Green's function leads to an integral which di-

verges even after subtraction of the terms M0 (m) 
and(p- m)M~(m). In fact, we differentiate Eq. 
(23). with respect ~o ~- Then, if the subtraction of 
M0 (m) and (p- m)M 0(m) were to make the in-
tegral converge, after one (or at most, two) dif
ferentiations, we should get a finite expression. 
However, as is not difficult to see from Eqs. (23) 
and (34), after an arbitrary number of differentia
tions, the integral on e- in Eq. (23) will give rise 
to logarithmic divergences. That confirms our 
assertion that momenta satisfying I k 21 » 1 p 21 
play a fundamental role in that part of the mass 
operator which contains s I( p 2 , k 2 ). 

3. EQUATIONS FOR THE MESON GREEN'S FUNCTION 

We consider first of all the small correction to 
r 5' which must be taken into account in solving 
Eqs. ( 12) and (13) for the Green's function of the 
meson. decause the polarization operator di
verges quadratically, small corrections to rs· de-

creasing as l/p 2, still lead to logarithmically di
verging integrals and must be taken into account. 
On the other hand, the function s can be neglected 

I 

in the polarization operator. In fact, in Eq. (13) 
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there appears r 5( p, p + k, k) in which the additions 
will be snall for the case which interests us, 
I p 21 » I k 2 1~ Thus, in complete analogy with the 
case of the mass operator, the substitution of the 
small corrections to r5 into the polarization oper
ator leads to an integral which diverges after the 
subtraction of P 0 ( p. 2 ) and ( k 2 - p. 2 ) P ~ ( p. 2 ) [ "b
divergences" in the polarization operator which 
are compensated by the factor Z 1 in Eq. ( 13) ]. 
Therefore, it is not necessary to take into account 
the function s 1(p 2, k 2 ) which approaches zero for 
equal nucleon momenta. 

Consequently, it is necessary to substitue 
r 5 ( p, p + k, k) into Eq. ( 13) in the following 
form: 

fs(P,P+k;k) 

='15[so + pzk:k2s2(k2 ,P2 )], 

(35) 

where s 2(k 2 , p 2 ) is a slowly varying function of 
its arguments. It can be shown that it is not nec
cessary to take into account small corrections of 
the form[kp(kp)/p 4 ]s 3. In fact, considering the 
inhomogeneous term in the equation for s 3 , i.e., the 
expression obtained by replacing r 5 by Ys So on 
the right hand side of Eq. (9), one can convince 
oneself that in the factor of kp( kp )/p 4 there does 

not occur ln ( p 2 / k 2 ) for I p 2l »I k 2 1. This means 
that it is not necessary to take into account ad
ditional terms in r 5 of such a form. 

We construct the equation for s 2(k 2 , p 2 ) for 

IP 2 1 » lk 2 1. We. write M1(p, p +k; k) indicating 
all momenta explicitly. 

M1 (p, p + k; k) = (36) 

- 11!: i ~ r5 (p, p -- q: - q) o (P- q) 

x r 5 (P -q, p-q + k; k) o (P- q + k) 

X fs (p- q+k,p+k;q) D (q2) d 1q. 

The function s 2 (k 2 , p 2 ) is equal to zero (to loga
rithmic approximation) if the momentum of the me
son k 2 is of the same order of magnitude as the 
momentum of the nucleon p 2 (this is suggested by 
perturbation theory and confirmed by the following 
results). Thus, it follows that in Eq. (36) the 
function s 2 need appear only in the middle one of 
the three r5' and in the two outside ones, one can 
set f 5 = y 5 s 0 • We make the change of variable 

p - q = q' in Eq. (36). The rapidly varying factor 

in the functions G, D will equal 

(37) 

Bearing in mind that lk2 1 «I q' 2 1 «lp 2 l, it is 
easy to figure out the arguments of all slowly vary
ing functions: 

Mdp, p + k; k) (38) 

In the inhomogeneous terms of the equation for s 2 

[i.e., those containing s 0 ( q' 2 )] only the second 
term in the square bracket of Eq. (37) can give a 
contribution proportional to (k 2;p 2 ) ln (p 2;k 2 ). 

On the other hand, in terms proportional to s 2 
in Eq. (38), one need only keep the first term in 
the square brackets in Eq. (37). Thus, we get the 
following equation for the function s 2 : 

(39) 

d1q' 802 (p2) F2(q '2) ':!i, (p2) 
(q' + k)2(p + q')2 

[ q'k ( '2) _]__ k2 (k2 '2)] X {j'2 So q , q'2 S2 , q , 

where the integration should be from I q 1 "-I k I to 
I q' I "' I p 1. Making the transition to euclidian 
metric and integrating over angle, we get the fol
lowing one-dimensional integral equation for s 2: 

7) 

s2(;, 'lJ) =- ~ s~('YJ)9('YJ) Srso(z) 
~ 

(40) 

-- 2s2 (~. z)] F 2(z) dz, 

where ~=ln(-k 2!m 2 ); ry=ln(-p 2 /m:!). The 
solution of Eq. (40) is carried out analogously to 
the solution of Eq. (30) for s 1. We set 

P (~, 'YJ) = s2 (~, lJ) (4 1) 
s~ (lJ) '? (lJ) 

Then 

_;_[so('tJ)P(~.-IJ)]=- ~- s~('1J)F2('YJ) (42) 
ul) ~ 
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and 

Thus 

"f) 

s0 ("'I) p (~, ·'i) = --- ~ ~ s~ (z) F 2 (z) dz. (43) 
~ 

'1 

S2 (~, ·r1) = -- ~ S0 ("tj) ·~("'I)\ s~ (z) F 2 (z) dz. (44) 
:; 

From Eq. (44) it is seen that s 2(k 2, p 2 ) ap
proaches zero for lk 2 1 "- lr 2 1. In addition, it is 
easily verified, that after the substitution of s 2 

in the polarization operator, an infinite expression 
is obtained even after the subtraction of the 
quantities P 0 ( /!2) and ( k 2 _ /!2) p ~ ( /!2 ). 

Finally, we reduce the equation for the Green's 
function of the meson to one-dimensional form. 
Here there is a complete analogy with the structure 
of the one-dimensional equation for the Green's 
function of the nucleon. 

If Ys So is taken in place of r 5 (p, p + k; k), 
then the resulting integral will converge for 
I P 2 1 "' I k 2 1 thanks to the renormalization [sub-
traction of the quantities P 0 ( 11 2 ) and (k 2 -11 2 ) 

xP~(/1 2 )]. Here the termsP 0 (k 2 ) andP 0 (/l 2 ) 

can he neglected on the same grounds as in the 
equation for G(p). The remaining term, (k2_ 11 2) 

x P ~ ( 11 2 ) reduces to a one-dimensional integral by 
repeated use of our method and gives 

(45) 
<; 

- (k 2 - p.2) P~0 ~'(ft 2) = 4/, Z 1k2 ~ S 0 (z) F\z) dz. 
0 

In the integral, the quantity y 5 ( k2 lp 2 )s 2(k 2 ,p 2) 
which replaces r 5 ( p, p + k; k) plays a role for 
momenta I p 2 l »I k 2 1. Proceeding in precisely the 
same manner as in the derivation of the equation 
for G(p), we get 

(46) 

m 

-8iZ1k2 ~ F 2 (z) s 2 (~, z) dz 
!; 

+ 8/Z1k2 ~ F 2 (z) s2 (0, z) dz. 
0 

Gathering together Eqs. (12), (13), (45) and {46), 
we get the one-dimensional integral equation for 
the Green's function of the meson 

():) 

1 + 4/Z1 ~ P (z) [s0 (z)- 2s2 (~, z)] dz (47) 
!;; 

~ 1 
-4AZ1 ~F2 (z)[s0 (z)-2s2(0,z)]dz= cp(~) · 

0 

4. THE ASYMPTOTIC GREEN'S FUNCTION OF 
NUCLEON AND MESON 

We solve the system of Eqs. (23), (25), (30), 
(40) md (47). With the help of Eqs. (30) and {31), 
we write Eq. (23) thus: 

F ~;) = 1 + 3Zlq (;, oo) - 3Zlq (0, oo ), (48) 

and, with the help of Eqs. (40) and (41), Eq. (47) 
thus: 

- 1- =I-- 8Z1 p('r CX>) 8Z1p(O, oo) (49) cp(~) ., 

Differentiating Eqs. (48) and (49) with respect 
to ~and using Eqs. (33), (43) and (26), we find 

d 1 iJq (;, co) 
d; F(;) = 3Zl a; (50) 

') 

- ~ /,s~ (~) F (~) -~ (~), 

d (51) d; cp(~) = 

- 8Z1 a P <~~ oo) = - 4/.s~ (~) F 2 (~), 

while differentiation of Eq. (25) gives 

dso (;) __ 153 (1:) p2 (~) ,. (~) (52) 
d~ - " 0 . ~ ..;; '1' • 

The initial conditions for the differential Eqs. 
(50) - (52) follow from the integral Eqs. (23), (25) 
and (47): 

F(O) = s0 (0) = 9 (0) = I. (53) 

Equations (50) - (52) are easily solved. The solu
tions corresponding to the initial conditions (53), 
have the form: 

F (~) = (1 - 5).;)-'1", 

So(~)= (1 - 51.~)' 1 • 

(") (1 ~- ")-'/,. cp ' = - 0/.C, . 

(54) 

The substitution of these expressions (54) in 
the integral equations shows thay they are indeed 
solutions, provided that the path of integration 
around the singularities is chosen consistent with 

:: = In - P = ln - p- ! ' i ~ ( • 2 ) ( "\ 

· , m 2(1- iE) m2/ I -, 
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where ( > 0. 
For small ,\ ~' one can expand Eq. (54) in series. 

in ,\ ~- The result of a calculation of G, r 5 and D 
by perturbation theory, coincides with the series 
for Eq. (54) (this was verifed up to terms of 
second order inclusively). We mention that in the 
solution of the integral equation the factor Z 1 
cancels, and the solution (54) appears finite and 
free from ambiguities of any kind. 

The solution (54) for the Green's function of 
nucleon and meson has a pole* at the point 
ln (- p 2;m 2 ) = V(5 ,\)Physically, the existence of 
such a pole indicates the appearance of a mean
ingless solution, because the mass K, correspond
ing to such a pole is imaginary [in order that 
p 2 = K 2 may satisfy the equation ln(- K 2 / m2 ) 

= 1/ ( 5 ,\)]. The meaninglessness of the solution 
near or at the pole can be seen from another point 
of view. The experimental charge g is connected 
with the fictive charge g by the correspondence 

0 
g5 = Zi z-~ z-; g 2• Clearly, both the experimen-
tal charge g and the fictive charge g 0 should be 
real quantities (the conclusion follows from the 
hermi tean character of the interaction hamiltonian). 
Consequently, the product z 1 z;.1 z-Y; is neces

sarily real and positive. But, calculating it with 
the aid of the solution (54), and E2s. (5) and (55), 
one can convince oneself that z 1 -~ z-Y; is 

complex if Eq. (54) is taken sufficiently close to 
its pole. 

* In neutral pseudoscalar theory, the solution has the 
following form: 

F (0 = (1- 5:1.~)-'1"; 

so(~)= ( 1 ·- 5:1.~)-'/,; 

(j) (~) = (1- 5:1.~)-•;,_ 

A pole also appears in this variant of the theory. It 
seems that the presence of this pole is due to the same 
general cause as in symmetrical theory. 

Thus, we arrive at a contradiction whose resolu
tion is that the solution (54) is valid only up to the 
pole. In fact, considering the cross-over diagrams 
we have neglected, for example, the one depicted 
in Fig. 3, one can see that the ratio of the contri
bution from them and the contribution from the 
diagrams we have taken into account will be of 
order of magnitude 

(I- :-i:A;}" 

where "'is some positive fractional number. There-

fore, close to the pole where 1- 5 A~< >., the con
tribution from the cross-over diagram will not be 
small, and our solutions lose their meaning. 
Physically, this corresponds to the fact that at 
small distances, interaction with a small coupling 
constant (which would give weak interaction at 
ordinary distances) becomes strong. Thus, for the 
construction of the asymptotic Green's functions 
for such large momenta it is necessary to take into 
account a significantly larger number of diagrams 
than we have done when we omitted all cross-over 
diagrams. 

A.!!!Ql"e precise determination of the limits of ap
plicability at high momenta of the formula we have 
obtained requires additional analysis, since,for 
1- 5 A~ "-'A in the expansion of Eq. (54) in pow
ers (A ~)n, terms with n "' A- 1 tum out to bees
sential. In such a situation the asymptotic series 
of perturbation theory already begin to diverge. The 
circumstance that the method of renormalization 
considered in reference 2 led to the removal of 
infinities in the above problem permits one to 
hope that it may be applicable in the solution of 

more complicated problems. 
In conclusion, the authors express their grati

tude to Academician L. D. Landau and to A A. 
Abrikosov and I. M. Khalatnikov for the opportunity 
to see the manuscript of reference 1 before publi
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