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The effect of "slowly varying" normally distributed random fluctuations on a vacuum 
tube oscillator is investigated. Expressions are obtained for the one-dimensional prob­
ability density functions of amplitude and phase. An approximation method is shown 
for the determination of the correlation functions of amplitude and phase. 

R ECENTLY great interest has been shown in 
the behavior of a vacuum tube oscillator sub­

jected to electrical fluctuations originating either 
within the oscillator itself ("internal fluctuations"), 
or caused by external random occurrences ("exter­
nal fluctuations"). These latter are sometimes 
the result of irregular voltage fluctuations of the 
power supply and occasionally they may be caused 
by the modulating effect of the oscillator voltage. 
Frequently these external fluctuations are charac­
terized by a correlation time which is much longer 
than the corresponding time constants of the oscil­
lator, and therefore, the fluctuations can he re­
garded as varying slowly compared with the natural 
oscillations of the oscillator in the absence of 
these fluctuations. 

In the present paper, a general method will be 
shown for predicting the behavior of the oscillator 
under the influence of slowly varying electrical 
fluctuations. The method is based on the general­
ized equation of Einstein-Fokker 1 and differs 
slightly from the method given in a previous 
paper2 - 4 for the analysis of high frequency inter­
nal fluctuations, provided they are of small order 
of magnitude. 

1. It is well known5 that a harmonic vacuum 
tube oscillator can be regarded as a quasi-linear 
self-oscillatory conservative system with one de­
gree of freedom. The behavior of such a system in 
presence of an external random disturbance ~(t) 
can be generally described by the following equa­
tions: 
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2 L. Pontriagin, A. Andronov and A. Vitt, J, Exper. 
Theoret. Phys. USSR 3, 165 (1933) 

3 I.L. Bershtein, Zh. Tekhn. Fiz. ll, 305 (1941) 
4 I. L. Bershtein, Izv. Akad. Nauk SSSR, Ser. Fiz. 

14, 1 (1950) 
5 A. A. Andronov, S. E. Khaikin, Theory of Oscilla­

tions, State Technical Publishing House, 1937 

(l) 

wherein x 1 and y1 are characteristic variables 
describing the state of the system, e.g., current 
and voltage. 

Separating in these equations the constant and 
linear parts and expressing the time derivative by 
a dot over the variables, we can write, 

X1 = ao + a1X1 + a2Y1 + f(xl> Y1• ~). 

Y1 := ho + h1Xi + h2Y1 + g (xl> Y1• ~). 
{I a) 

where the constants (a 0 , b 9 ) and the coefficients 
of x 1 and y1 depend on ~~ t ). The nonlinear 
terms f and g can be of the form 

!== a3xi + a4xiyi + asY~ + asx~ + ... , 
g == b3x~ + b4x 1y1 + b5Yi + b6x~ + 

Introducing new variables 

X= X1- ex, Y = Y1- p, 
with 

b0a2- a 0 b2 R = aobi- a1bo 
C( = ____,_..,...::...._,..,__=-- [-' 

a1b2- b1a2 ' a1b2- b1a2 ' 

Eqs. (la) become 

x = a1x + a2Y + j(x +ex, y + ~. ~)- ;., (2). 

y = b1x + b2y + g (x + ex, y + ~. ~)- ~-. 

We shall consider first a linear system de­
scribed by the differential equations of the first 
order: 

.As known,the solution of this system is 

x = A 0e-Pt [n sin (wt + 90) + m cos (wt + ~0)], 
y = A0e-P1 sin(wt + ~0), 

510 
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wherein A0 and ¢ 0 are integration constants de­
termined by the initial conditions, and 

(3) 

(•) = v -a2b1 - ( al ;- b2 r' p = - al ~ b2 ' 

, _ al-lh w 
"-~, m=h-; 

Going hack to the original Eqs. (2), we notice 
that, in the absence of the random disturbance 
,;(t ), we have the ordinary case of self-oscillatory 
operati;1g condition of the oscillator. The consi­
deration of the nonlinear terms will usually cause 
only a slight change in the frequency w of the 
oscillations and will allow the determination of 
its stable amplitude. The presence of the random 
disturbance ,;(t) at the stationary operating con­
dition will cause random fluctuations of amplitude 
and phase about a certain mean. 

Rewriting Eq. (2) in polar-coordinates 

y =A sin.&, x =A (n sin.&+ m cos.&). 

and taking Eq. (3) into consideration, 
we obtain 

A=F(A,.&,~)-.fcos.&-~sin&, (4) 

& =- w + G (A,&, 0- (1/A) (~cos.& + ·(sin&), 

wherein 

f-n~; F(A,&, ~) = -nA +--cos&+ g sin&, 
m 

G(A,&,~)= ~ (gcos-&+ 1 -:;nKsin&), 

·;=(ct.- np) / m. 

According to the method of Bogoliuhov5 •6 (of 
which the well known method of van der Pol is a 
special case) we can introduce into these equa­
tions the mean of all terms over (). This is justi­
fied even when the random disturbances ,;(t) are 
of a higher order of magnitude, under the assump­
tion that the time correlation of the random 
function .;(t) is very high as compared to the pe­
riod T of the oscillations in the absence of ,;(t ): 

'tcorr ::}> 2rc / W = T, (5) 

Under this condition ,;(t) will not change notice­
hly during one period (corresponding to one pas­
sage of the descriptive point through its cycle, 
i.e., the change of() by 2rr ), so that it can here­
garded substantially as constant. 
Averaging, we obtain 

6 H. Bogoliubov, Certain Statistical Methods in 
Mathematical Physics, 1945 

A = <P (A,~)+ M, & = - w + 'Y (A,~)+ N,<6) 

wherein 
2rt 

<P (A,~)= f.-\ F(A, &, ~) d&, (7) 
~rt j 

0 
21'1: 

'l"(A,~)= 2~ ~ G(A,&, ~)d&, 
0 

2rt 
1 \ . . 

M=- Zrt j ("(cos.&+ ~sin &)d&, 
0 

21t 

N=- z:A ~ (~cos&+ rsin&)d&. 
0 

As {3 andy are changing slowly with time, their 
derivatives with respect to time, which are con­
tained in the expressions for M and N, will he of 
small order of magnitude, also very slowly varying 
with time. The quantities M and N c!ln the~efore 
he neglected in the expressions for A and (); we 
then obtain 

A= <I> (A,~), .& = - w + 'Y (A,~). (6a)\ 

2. For every given case Eq. (7) allows determi­
nation of the function <I> and W which appear in the 
Eqs. (6a). Herein the first equation determines the 
fluctuations of the amplitude and the second the 
fluctuations of the phase. As the first of these 
equations is independent of () it can he solved by 
itself. For the solution the generalized equation of 
Einstein-Fokker can he applied, which, under the 
condition 

(8) 

where T is the relaxation time of the amplitude, 
. 1 . l h given approximate y y 

(9) 

takes the form: 

c;o 

iJw (A, t) _ ~ (-1)5 iJ . 
iJt - [:;!I_s_!_ iJAs [Ks(A)w(A,t)].(l6) 

In this equation, w (A, t) is the one-dimensional 
probability density and K (A) is the system 

s 
function (sometimes called the g- function} re-
lated for stationary processes to the correlation 
function of s ~ order by: 

!(.(A) 
CQ 00 

= ~ ... ~ k(s) <D (-:1> ... , "s-d d-:1 · · · d-=s-·11 
-ao 

(ll) 
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K1 = k(f). 

As the function <I> is known, the characteristic 
functions K. s (A ) can be determined, provided the 
correlation functions k(s) g for r;(t) are known. 
Thereby the problem is reduced to the solving of 
Eq. (10). If the terms of order higher than 2 can be 
neglected, this equation reduces tQ the special 
form of the Einstein-Fokker equation 

ou• ~~· Q_ =-a~ TK1 (A) w (A, t)] (12) 

with 

K1 (A)= <D (A,~). (lla) 
00 

---00 

where, inthe determination of the mean values, A 
is to be regarded as a parameter and not as a ran­
dom variable. 

From Eq. (12) it is not difficult to find the ex­
pression for the one-dimensional stationary prob­
ability density function directly by quadrature. 
Actually, the. stationary probability density func­
tion must be independent of time, i.e., as t 
approaches infinity the system has come to 
statistical equilibrium; aw 1 at must vanish: 

iJw I at= o. 
and Eq. (12) becomes 

K1 (A) W (A)- 1/ 2 (d IdA) [K2 (A) 'W (A)l (l2a) 

=canst. 

The expression 

j(A)=K1 (A)w(A) 

- 1/2 (d IdA) [K2 (A) ·w (A)] 

represents the "probability current" or, with 
statistical interpretation of probability, the rate of 
flow of the descriptive points. In problems of 
this type, where the descriptive point does not 
leave the phase space (i.e., it cannot enter from 
one direction and leave through the other), the 
"probability current" should be assumed zero 
(since probability is conserved, i.e., it can 
neither disappear nor be created). Therefore, the 
solution of Eq. (12 a) may be written as 

'W (A)= K2CtA) exp [ 2 ~i: ~~~ dA], (13) 

where the integration constant C is given by the 
normalizing condition: 0 

00 

~ w(A)dA = l. (14) 
0 

3. For the solution of many problems it is not 
enough to know only the one-dimensional distri­
bution of the random function, but it is also neces­
sary to determine the correlation function. For the 
determination of the latter, we will show a method 
based on the following formula: 

wherein F is an arbitrary function, xQ = A ( t ), 
x.,. =A ( t + T). To derive this formula let 
w 0 ( x 0 ) be the probability density distribution 
function of the random variable x 0 , and let 

05) 

w ( x 0 , x .,., 7) give the probability w (x ,x T) dx 
f th t . . f . . . ll 1 0 T' h .,. o e rans1tion o a pomt, ongma y at x in t e 

interval [ x ,x + dx ] in time 7. The dfstribu-.,. .,. .,. 
tion density function w 1 ( x ,x , T) satisfies 0 .,. 
Eq. (12): 

owl a [K 
(h- = -ox 1 (xT) 'W1 (x0 , x.", 't)] 

T 

1 iJ2 +? - 2 [K2 (x.,.) 'W1 (x0 , x~, 't)J. 
- ox"' 

Inserting this expression into the relation 

-00 

and integrating the result by parts leads to Eq. 
(15) (considering that,by the normalizing condition, 

the difference of the probability currents j (oo) -
j (- oo ) must vanish, and also that the probability 
density by itself is zero as x.,..-+ ± oo ). In our 
special case where A is a non-negative function 
as the integration is carried out in the limits 
from 0 to oo, Eq. (15) still holds, since 

W1 (x0 , x.-, 1:) = 0 and x.,. -· oo, 

K2 (0) = 0. 
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As the one-dimensional probability density distri­
bution w (x) is given by Eq. (13), we can 
calculate 

F(x0 , Xr))-r=o = F(x0 , x 0). 

If we assign for the function F in Eq. (15) the 
value 

, iJ2 
F 2 = A. 2 (x-r) - 2 F (x0 , x.,), 

iJx" 

(16) 

(17) 

it is possible to obtain relati_ons wh~h will deter­
mine the time variations of F1 and F2 , if their 
initial values, corresponding to T<= 0, are also 
known. 

Continuing this process, we will obtain a system 
of linear equations (generally infinite in number) 
which can.be solved by known methods. An 
example with the application of this method will 
be considered below. 

4. As an illustration, and to clarify the condi­
tions under which the Einstein-F okker method 
may be applied, we will consider the following 
typical example. Let stationary Gauss fluctua­
tions be present in the grid circuit of a vacuum 
tube oscillator with a resonant-circuit in the anode 
loop. (See Fig. 1 ). For such a system, under the 
usual assumptions (no grid current, neglecting the 
effect of the loaded anode, and so on), and approx­
imating the anode-grid characteristic of the tube by 
a polynomial of the third degree 

the equation system (l) becomes 

0 r 
X= - y X1 + WoYl> 08) 

Y1 = - cuoX1 + -/;- 'f [ ~ (y1-ox1) + ~ (t)] 
wherein 

X1 = ip, Y1 = u, w0 = 1/ V LC, 

o =rIp, p = V LIC, 

and i and u are current and voltage respectively 
in the resonant circuit, the meaning of the other 
parameters being shown in Fig. l. 

Separating the constant parts and those linear in 
x 1 and y1 , Eq. (18) can be rewritten as 

(19) 

FIG o l. Schematic diagram of the vacuum 
tube oscillator 

y1 = (1 /C) 9 (~)- w0 (I + w0ocMo) x 1 

+ w~oeMy1 + 8 (x1 , Y1>~), 
with 

8 (xl, yl, ~)=(~I C) [k2 (yl- oxl)2 

(lSa) 

+ 2 k~ CY1- oxl)]_ c1 1 C) [k3 (y1 - ox1)3 

+ 3 k2~ (yl- ox1)2 + 3 k~2 (yl- t)xl)], 

k=MfL. 

Introducing new variables . 
x = x 1 - p<p (~), y = y1 - rrp (~). (20) 

we obtain 

x = - (r / L) x + w0y, ( 18b) 

}• = - w0 (1 + w0ocMo) x + w~oeMy + 8 (x, y, ~)o 

Inserting the individual terms into Eqo (3), and 
using the condition of self-excitation of the oscil­
lator, which is for ~(t) = 0 given approximately by 

M>rCfoe, (21) 

leads to 

since usually 8 « l. Therefore, the transition to 
polar-coordinates can be made by 

x =A cos&, y =A sin&. (22) 

Before performing this transition, we notice, how­
ever, that in the neighborhood of self- excitation 

w0ocMo = t)2 ~ 1 0 

and, therefore, we can neglect the second coeffi-
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cient of x in the second of equations (ISh), [as is 
usually done in the analysis of a vacuum-tube 
oscillator in the absence of the random disturban­
ces ,f(t} ]. 

Now, changing to polar-coordinates [ Eq. (22) ] 
and introducing the mean over () the Eqs. (6a) be­
come 

A= 1/ 2 w~ [(a.M- rC + 2~M~- 3rM~2) A (23) 

- 3/4 rM(M; L)2 A3], 

Setting ,f ( t ) = 0, the first of these equations 
gives the condition (21) for self-excitation of the 
oscillator and also for the radius of the maximum 
stable cycle: 

A = 2 !:_ • / rr.M- rC (24) 
· o M Jl 3yM 

It reaches its largest value 

AOMAX~ 0.14 L I rC'Vr 
at 

M = 1.5 r C 1 a.. 

5. As was shown before, the basic equation 
(12) is correct only if 

(25) 

To estimate the order of magnitude of ~ orr• we 
shall assume the following numerical values for 
the circuit parameters of Fig. 1: 

fo = 2;: / Wo = 107 cps, T = 10 Q, 

p=6·W3 Q, M= 1.1rCfa., A0 =10volts. 

Differentiating Eq. (23) over A gives 

a<I> I aA = 112(J}~ [(Ma.- rC + 2~M~- 3TMn 

-9I~TM (M I L)2N]. 

We will now evaluate a <I> I a A at A = A0 . Insert­
ing the value of A 0 from Eq. (24), we find 

~~ \k=Ao 
- -..!... 2 [o 2 c , o,03rr.2p3 (1- .3L) ~2]. 
- 2 wo ' r 'T A2 ' 3y~ w0r 0 . 

The inequality (25) must be satisfied for all values 
of .f with nonnegligible probability, and, in particu-

lar, it must also be satisfied in the case ,f = 0. 
Thereby, 

-c 1 == I -- ·:.:::::: - = - = 1 o-4 sec 1( o<D )-1 I ') 1op 
i oA 0.2w~rC Cuor 

Thus the basic Eq. (12) will hold for all practical 
purposes; if the correlation time of the random 
function ,f(t) is 

'": corr ~ (10-6 ...;- w-5) sec (25a) 

These conditions will be fulfilled in most cases. 
For the transition to spectral quantities we shall 
assume that the correlation function for "low­
frequency" fluctuations ,f(t) is of the form 

k 2 (1:) = c0e-:xl~! 

and, corresponding! y, the spectral density of the 
fluctuations will be given by 

S(j) = Co"X2 + ~2rr!)2 · 

In this case the correlation time is 

00 

"T" - --:XT "T"-~ 2 
· corr - 2 e d. -- - . 

'l. 
I) 

In order that condition (25a) is fulfilled for this 
specific example, it is necessary that 

Let 
-=corr=0.2·10- 5 sec 

If, for practical purposes, we neglect all spectral 
densities at frequencies for which 

s (/) = __ 1__ 0 
S(O) 1 + (2r:f rr.)2.·~ 5 Yo, 

then, the bandwidth of the fluctuations for which 
this method can be applied will be 

fMAX ~ 0. 7 x 10 6 cps 

It should be noted, however, that because of the 
high values of pI r for high frequency resonant 
circuit, the range of ~orr for which the method of 
Einstein-Fokker is valid is considerably larger at 
high frequency oscillations. 

6. We shall now evaluate the one dimensional 
stationary probability density function w (A ) for the 
fluctuations of the amplitude. In accordance with 
Eq. (lla) we can find the system functions from the 
first of the Eqs. (23). Indeed, they can be found 
very easily if ,f(t) are normally distributed fluctua­
tions with a mean of zero, i.e., 
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(26) 

wherein a 2 is the dispersion and R ( i) is the cor­
relation coefficient. 
Actually, let, for example, 

"''(-r) =a+ b~ (t) + c~2 (t). 
In this case, as all odd moments of .;(t) vanish, 
Eq. (lla) becomes 

K(2) Tj = K<2> b~+r~· = h2K<2>, + c2K<2> ;;•, 

where 
00 co 

K<2>~= ~k<2>d-r)d-r=a2 ~R(-r)d-r, (27) 
-co -cc 

co 

K<2>:.•= ~ k<2>~·(-r)d-r. 
-co 

But, in case of stationary processes the correla­
tion function k(2)g 2 of g2(t) can be expressed 
either by the moments or by the correlation func­
tions of .f(t ): 

k<2>!!' ('t) = m(2)1!' ('t)- (m~;•)2 

= m<4>dt, t, t + 't, t + -r)- cr 4. 

Moreover, in accordance with the general relations 
between the moments and correlation functions, we 
have, if m = 0, 

m4(ti> t2, i3, t4) = k2 (t 1o t2) k2 (t3, t4) 

+ k2 (tl> t3) k2 (t2, t4) + k2 (tl> t4) k2(t2, t3). 

and, consequently, 

m(4) I; (t, t, t + "· t + -r) = kz2)d0) 

+ 2k~2)d't) = cr 4 [1 + 2R2 ('t)]. 

Hence, 
00 

'I= 3Jsw~rM(M I L)2, 

A.= (w2Mcr )2 (~2-r + 9/ -v2cr2't ) 
0 corr 2 I 1<2 ' 

00 00 

'tcorr = ~ R('t)d't, "1<2 = ~ R2 (-r)d-r. 
-oo -co 

Substituting the values of the system functions 
into Eq. (13), we obtain 

w (A)= ~o A2 <p.fl.-l) exp (- i- A2), (31) 

This equation shows that for p. / A < l the prob­
ability density w (A ) becomes infinite at A = 0. 
However, it should be remembered that this result 
is obtained because K2 (0) = 0 at A = 0, and that 

this latter value of K 2 is not an exact one, due to 

the approximation by which Eq. (29) was obtained. 
To find a more exact expression forK 2 ( 0) we 

will not neglect the term M in the first of Eqs. (6). 
Owing to the fact that the descriptive point actu­
ally moves in the phase plane, not on a circle 
(ellipse), but along a spiral with a variable radius 

A (t) = A (t0) + ACto) (t - to) 

=A (t0) [ 1 + <DA(1t~~) (t- to)], 

it will be more accurate to write the expression 
for the mean M in the form: 

2:-t 

M- _ __!._ \ [1 + <D(A, O)(t-t )] 
- 27t .) A ( /0) 0 

0 

wherein the time function can be transformed into 
function of () by the substitution 

t - i 0 = & / w. 

Substitution in this equation of the approximate ex­
pression for ()from Eq. (6a) gives 

27t 

M = - _1 l' [ 1 + <D (A, 0) (t -- t )] 
27t .) A (t 0 ) 0 

(32) 

0 

K<2>!!'=2cr 4 ~ R2 (-r.)d-:. 
-co 

(28) x[~~ cos & + ~~ sin & J x [- w + W (A,~)] d&. 

Using this relation, and performing all 
sary operations, we obtain 

where 

neces-

(29~ 

(30) 

It can easily be shown that K 2(0) is equal to the 
system function of this expression with A equal 
to zero. Generally K 2 (0) will not be zero. 

If we assume 
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W(IIJ 
I 
\ 

' 

FIG. 2. Condition of not devel­
oped oscillations 

where p is a small quantity, we will obtain a prob­
ability density function w (A ) which is finite and 
which can be integrated over all possible values of 
A. Furthermore, we will have 

dw I 
dA A=o = O, 

which is in conformity with the stipulation of con­
servation of the descriptive point. However, it 
should be pointed out that Eq. (30) gives the cor­
rect slope of the curve w( A) even for p. I)\ < 1 as 
long as A is not too small. Nevertheless, for the 
determination of the integration constant C 0 the 
more exact equation (32) should be used. 

From the qualitative point of view, the operating 
condition of the oscillator can be classified as 
follows: 

l. p. < >..; condition of not developed oscillations. 

The descriptive point is located mainly in the 
neighborhood of the equilibrium (see Fig. 2. ). 

2. )\ < p. < 3/2 )\; condition of not fully devel­
oped oscillations. The amplitude of the oscilla­
tions is scattered on a large zone and may be close 
to zero (See Fig. 3 ). 

3. p. > 3 I 2 )\;the most interesting case-condition 
of fully developed oscillations- when the descrip­
tive point is located mainly in the neighborhood of 
the critical cycle (see Fig. 4 ). In the Figs. 2 and 3, 
the dotted line in the neighborhood of A = 0 shows 
the slope of w (A) according to Eq. (31), the solid 
line -the corrected value. 

We will now determine the integration constant 
C 0 , and also the moments of the random variable 
A. It is 

CXl 

Am== ~0 ~ A2''+m exp (- ; A 2) dA 
0 

where 

lU(/1/ 

FIG. 3. Condition of not fully 
developed oscillations 

FIG. 4. Condition of fully devel­
oped oscillations. 

= ~o (2)(2s+m+l)/2r (2s + m + 1) 
2). v 2 ' 

s = (p. I A) - 1. 

Assuming here, in ~cordance with the normal­
izing condition (14), A 0 = 1, we obtain 

(33) 

Consequently, 

A -- Is+-- r s+--;;; _ ( A )m/2 , ( m + 1 ) I ( 1 ) 
v 2 2 . (34) 

and,for the even moments of A, (34a) 

A2k ='(),I v)k (s + 112)(s + 312) ... (s + k- 112). 

7. We shall now find the correlation functions 
for A (t ). Assuming in Eq. (15) 

F(x 0 , x..,) = X 0X.,., 

we will obtain 

(35) 
with 

Sjmilarly, for p.3 

(36) 
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In general for p. 11 , we have 

d [ n-1 ] d-r Un = n p.Un - '1Un+2 + - 2- ),Un , (3 7) 

with 

Un =A (t) An (t +-c), 

-r>O, n= 1, 3, 5, ... , 

and 
Un (0) = An+l 

(38) 

= c· r+l)/2r ( s + ~ + 1) I r ( s + D . 
An approximate solution of this system of equations 
can be obtained by the following method. Using 
Eq. (35), we will first determine the coefficients of 
the Taylor-expansion of p. 1 ( i): 

u; (0) 
u1(-r) = u1 (0) + u~ (O)"C + - 2,-"C2 + ... (39) 

Setting 
u<rx) (0) = l~ (0) k n n n, o:' (40) 

and differentiating Eq. (37) we find the recursion 
formula for the detet·mination of k 11 oc: 

' 

with 

kn, o = 1. 

Hence, from here 

and, as 
kn, 1 =- (n/2) 1.., 

Subsequently, as 

kn, 2- kn+z, 2 =- 2p.),- 31.2 (n + 1), 

we obtain 

kn, 3 = - 2np.2A - n/,2 ( ~ n + 3) 

_ ~2 
), 3 c: n + 3) , etc. 

Consequently, 

Thus, using the first four terms of Eq. (39) we ob­
tain 

A (t) A (t +"C) 

1 ( A) [1 /, ( A 3 A~) "2 
= -:; \f1 - 2 - 2 't + f1 + 4 " 2 

( 2 15 2 27, s)"3 + ] - 2p. A + 2 p.A + 8 1\ 6 • • • · 

This determines the correlation coefficient 

AA.,.-:;;p A " 
RA ('t)= A2-A2 . 1-2 1-B 

(43) 

+ (p.), + ~ ),2) 2 (1-r_:_ B) 

(2 2A 15 A 2 + 27 ) s) -ra 
- 11 + 2 f1 8 ' 6 (1- B) ' 

where 

B = r ( ~ y j r ( t - ~) r ( ~ + ~) . (44) 

Using a sufficient number of terms in the expansion 
Eq. (39), we can attain any required accuracy. 

8. We shall now consider the second of the Eqs. 
(23), which determines the phase change of the 
oscillations. Since we have assumed T « T 

corr 1 
the random processes ,;(t) and A (t} can be regarded 
as mutually uncorrelated. Therefore determining 
the probability characteristics of the process A ( t) 
from the first of Eqs. (23), we can basically de­
termine the probability characteristics of the phase 
O(t ). The most important of these characteristics 
is D -the system function for the phase 0 (t ). The 
probability density distribution of the increment 

O(t0+ T) -O(t ) = OT- 00 in the time interval1', 
which is much fonger than the correlation time 
'~"c orr of the process 0( t ), is approximately given 
by 

{ 
(.&r- .&o- w1)2} (45) 

w (&r- &o) = Coexp - 2DT ' 

where 

-;- aw~M [3y (M)2 2 ·] w = & = - w0 + - 2 - 4 y A + 3p· . 

Hence, D determines (for sufficiently long T) the 
rate of increase of the dispersion of the difference 
OT- 0 0 • 

Equation (23) can be written in the form 

&=-w0+c1A2+c2e2-cae=N. (46) 

kl, 1 =- l../2, 
k1,2 = p.A + 3/4A2 , 

(42) As there is no correlation between A and ,; the 
second characteristic function will be given by 
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K(2)N = c~K(2)A' + K(2)c,(,'-c,(,, 

where, because all odd moments of g vanish 

K(z)c,':.'-c,E. = c~/((2);' + c~I<(2);· 
and 

co 

= cr 2 ~ R (-r:) do:, K(2)!;.' = 2cr 1"-k2. 

-co 

Consequently, for the determination of 

(47) 

we must find K( 2 )_A 2 • For this we will apply a 
method used prevwusly. 
Setting ----:----

v, (o:) = A2 (t) A 2" (t + -:), 
we obtain a system of equations, similar to that of 
Eq. (37): 

d [ n-1. ] - 'Un (o:) = n f-L'Vn- 'I'Vnt-2 + -?-I.Vn , 
dT - (48) 

but with different initial conditions 

'Vn (0) = A"+2 . (49) 

Assuming,as before, 

v;,"') ('t) = Vn (0) '"· "'' (50) 

we obtain 

In, cxt-1 = n [ (P. + n-;;l A) ln, ~- vln+2. cx ~:~], 
with 

Consequently, 

l [( n+ 1.\ 
n,«+l = n P.+ - 2 -A) (51) 

X(ln, « -1n+2, :x)- 'Aln, aJ, 
where l = l. 

Using"iEis relation, we find 

12 , 1 =- 2A, (52) 
12,2 = 4p.l. + 51..2 ' 

12 , 3 = - 2 (8p.21.. + 42p.A 2 + 44A 3), 

The1·efore, 

A2A~ = A4 I 1- 2'A-: + (4p. + 5'A) }, ~2 

- (8p.2 + 42p.l. + 44'A2) A ~a+ ... ] . 
Correspondingly, we obtain for the correlation 
coefficient 

A2A~- (A2 )2 
R.A• ('t)- - 1 

- A4-(A2)2 -

_ ~ 't + 4!LA + 5).2 T 2 
1-c 1-c 2 

__ 811-2 + 42!1-A + 441.2 A T 3 + 
1-c 3 · · ·' 

with 

r ( ~ - _;_) r (.!:. + 1_) · 
" 2 ). 2 

It is approximately 

}((2)A1 = A 4 ~ RA· (o:) d-: 
-co 

=(~Y(s+ ;)(s+ ~) ~ RA•('t)do: 
-co 

co 

= 2 1-'-2 ~y2f4) ~ RA· (j 't j) d-e. 
0 

(53) 

(54) 

(55) 

(56) 

Confining ourselves to only three terms of the ex­
pansion Eq. (54) we can set 

RA• (1:) = e-"'" cos p1:. 

For the determination of a and {3 we have 

2). 
ot=--

1-c' 

which gives 

B = [(~)2 _ 4!1-1. + 51.2]'/,. 
• .1-c 1-c 

Integrating 

co 

\ e-n COS Ao; d-e = __ a_ J t' a2 + [32' 
0 

(57) 

(58) 

and considering the Eqs. (56), (57) and (58), gives 
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4[J.- ).2 1- c 
K(2)A' = -~ (3 + 5c)). -4tJ. (1- c)· (59) 

Substituting this into Eq. (47) we obtain D. 
We should point out, however, that the approxi­

mate expression Eq. (57) for R A 2( 7) is valid if 

(59a) 

Otherwise we must use a different expression, e.g., 

(60) 

where 

(62) 

Equation (60) can also be used in case condition 
(59a) is satisfied. 

If a closer approximation for K( 2 )A 2 is required, 
we can set 

RA•('t) = e-"-"' (1 + ~~'\" 2 + ~r3 + ... ) . (63) 

and we will obtain 

~R.l•(")d't= ~ (t+ ~~+ ~~+ ... ), 
0 

(64) 

2). 
IX=1-c' {61) where (3 2 ,(3 3 , ... are found from the conditions 

for the constants at 7= 0. 
Integrating 

00 

\ RA· (1:) d-; = __!_ + 1_ 
j o: <X.s ' 

0 

In conclusion the authors wish to express their 
appreciation to lu. B. Kobzarev for the interest 
shown in this work. 

and subtituting the values of a and {3 from Eq. (61), Translated by L. Bergsteinn 
we find 92 


